The use of a theoretical lens to make sense of classroom video data – Exploring abduction on film
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Year 10 students explored natural selection through interacting with a set of purpose-built NetLogo models, a type of multi-agent based computer-modeling software. Tripod mounted cameras, web cameras and screen casting were used to record students’ interactions with the software as well as their interactions with peers and teachers. This paper proposes the use of Magnani’s (2001, 2009) abduction framework, specifically his notions of sentential, visual and manipulative abduction, to analyse and make sense of this rich and complex data set. Specifically, it enables a detailed exploration of students’ reasoning with computational representations (NetLogo), something that has not been previously explored in detail with video data.

The difficulties of teaching and learning natural selection

The focus of the research addressed in this paper is on exploring the use of digital representations, in this case multi-agent based computer modelling software (NetLogo), by students (in year 10) to reason about natural selection as a complex systems phenomenon. In particular, investigating the specific affordances of this technology for students’ reasoning about complex systems in science.

Natural selection is a particularly difficult scientific concept for students to comprehensively understand (Anderson, Fisher, & Norman, 2002; Dickes & Sengupta, 2012; Ferrari & Chi, 1998; White, 1997; Wilensky & Reisman, 2006). Research suggests that this is primarily because students do not understand the notion of a complex system, which is fundamental to natural selection (Centola, McKenzie, & Wilensky, 2000; Centola, Wilensky, & McKenzie, 2000; Chi, 2005; Chi, Roscoe, Slotta, Roy, & Chase, 2012; Dodick & Orion, 2003). In particular, many students believe that all systems must be deterministic and centralised, whereas complex systems are non-deterministic and decentralised (Resnick, 1991; Wilensky, 1993). If students can differentiate between a non-deterministic/decentralised system and a deterministic/centralised system then they can more productively explore the notion of natural selection.

NetLogo as a digital representation to explore natural selection

NetLogo (Wilensky, 1999) is a multi-agent based modeling software package that is designed specifically to allow simulation of complex systems. The software
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allows users to create and modify the variables that determine the behaviour of the individual components at the micro level as well as the variables that determine the role played by the environment (Blikstein & Wilensky, 2004; Levy & Wilensky, 2010; Wilensky & Reisman, 2006). The results of running the simulations are displayed in various forms (e.g. graphs, figures), which again can be modified, and which display the outcomes at the macro-level (Sklar, 2007). NetLogo is a digital representation because it has all the components of a representation stipulated by Peirce (1998b) (it operates within the triad of representamen, object and interpretant) and functions via a digital medium.

The software is low-threshold, high-ceiling and so while the software is easy to learn to use in order to perform basic functions, it can also be used to conduct complex investigations (Sengupta & Wilensky, 2011). It is possible to both modify existing models of complex systems and create entirely new models using the software (Blikstein & Wilensky, 2010). As such, NetLogo is ideally suited for use by students to reason, in a scientific way, about complex systems in a variety of different areas of science, including natural selection (Dickes & Sengupta, 2012; Wilensky & Reisman, 2006).

**Students’ reasoning**

The reasoning that was conducted by the students when using NetLogo is conceptualised by the author according to Magnani’s (2001, 2009) interpretation of Peirce’s (1998a) notion of reasoning. Peirce (1998a, p. 11) understood reasoning as “the process by which we attain a belief which we regard as the result of previous knowledge.” He proposed that while there are various forms of reasoning that it is the scientific method that enables the most productive reasoning (Peirce, 1992a). Peirce (1992b) identified three different forms of scientific reasoning: deduction, induction and abduction. But it is abduction, or hypothesis generation, according to Magnani (2001, 2009), which Peirce saw as the most important because it is the most generative of new understanding. The logic of scientific discovery, Magnani argues (2001, 2009), can be found in the notion of abduction. It is scientific reasoning, specifically abduction, conducted by students, which is the focus of this research. It is through abductive reasoning, the author argues, following Magnani (2001, 2009), that students can generate their own comprehensive understandings of natural selection.

**Collecting & Managing Multiple Video Data Sources**

How can students’ use of NetLogo be captured in such a way that the rich data needed to explore students’ reasoning about natural selection is made available? The data of most interest is not only the activity that is taking place on the computer screens, but also the interactions between the students and NetLogo, the interactions between the students as they use NetLogo (and refer to NetLogo) and the interactions between the students and the teachers (again in relation to the use of NetLogo). Peirce’s (1998a) logic as semiotic (which explicitly links reasoning and representations, such that reasoning is a continues process of semiosis, or sign activity) plays out in each of these situations. All of these events involves multiple representations, each consisting of a complex array of interacting representamens,
objects and interpretants. All of this representational activity is relevant for investigating students’ use of the NetLogo models to reason about natural selection, and so as much of this data as possible was collected.

The activity that was taking place on the computer screens was captured through the use of Camtasia Studio© (TechSmith, 2012), which has been shown to be the most effective screen capture software (Blevins & Elton, 2009; Carlson, 2009; Charnigo, 2009; Schnall, Jankowski, & St. Anna, 2005). Camtasia Studio© was also linked to webcams attached to the students’ computers in order to capture the interactions between the students and NetLogo. This means that not only was the students’ use of NetLogo captured (what was taking place on screen) but also the students’ interactions with NetLogo (e.g. their gesturing at the screen as they used the software) was also captured.

In order to more comprehensively capture the students’ interactions with NetLogo, as well as the interactions between the students and between the students and the teachers, two tripod-mounted cameras were also utilised. One focused on the teacher and other focused on the students. In addition, students’ artifacts were collected (the students’ projects they created using the iPad application Explain Everything ©) in order to capture additional representations that were produced by the students.

Once the video data was collected, as with all forms of data, it had to be managed in order to make it amenable for analysis. This was achieved through the use of Camtasia Studio© in conjunction with Studiocode© (which enables the tagging of events that occur in videos). Only recently has Studiocode© been used to explore the classroom (see Aranda et al. (2012), Tytler, Hubber, and Chittleborough (2010) and Xu, Tytler, Clarke, and Rodriguez (2012)).

The power of using Camtasia Studio© in conjunction with Studiocode© is that it enables the management of multiple sources of video data. The stacking of different combinations of the different video data sources (and their accompanying audio) means that multiple viewpoints of a single event are possible. In addition, it is possible to view multiple events occurring simultaneously. Thus it can be seen that through the use of both Studiocode© and Camtasia Studio© that multiple video data sources, and the relevant audio, can be turned into a data set that is useful for investigating students’ use of NetLogo models to reason about natural selection.

Making Sense of All this Data

Yet, while the above approach provides a means of managing the video data, it does not address the analysis (i.e. coding) of the video data. This is a significant challenge because there is so much going on in the video data (a direct reflection of the complexity and dynamism of the classroom). Any coding of the video data must take into consideration: students, teachers, NetLogo models and students’ artifacts. It is not sufficient to just focus on the discourse (involving students and teachers) because much that is going on visually in the video data is overlooked. The challenge is to take full advantage of the data available in the videos, and a key component of this is the visual data. What is needed is a way to frame the data so that we can account for both visual and auditory happenings.
The Affordances of Magnani’s Abduction Framework

A possible solution to this problem may be found in Magnani’s (2001, 2009) abduction framework (of cognition). As suggested above, Magnani (2001, 2009) identifies abduction as potentially the most important form of reasoning (the other forms of reasoning are deduction, in which the truth of the conclusion is guaranteed by the truth of the premise, and induction, which involves generalisations). This is because for Magnani (2001, 2009), following Peirce, it is abduction that is at the root of creativity in science; it is through abduction that scientists generate hypotheses to explain scientific phenomena. It is abduction that enables the generation of new scientific knowledge.

Magnani (2001, 2009) proposes that there are two distinct forms of abduction; selective and creative.Selective abduction is that which “merely selects from an encyclopedia of pre-stored hypotheses...” while creative abduction is “…abduction that generates new hypotheses...” (2009, p. 27). There are also two possible types of selective and creative abduction: theoretical and manipulative. So theoretical abduction may be selective or creative (although it is mainly selective) and manipulative abduction may be selective or creative (but more often than not it is creative) (2001, 2009). Theoretical abduction is abduction in which “…only inner aspects are at stake…” while manipulative abduction is “…thinking through doing…” (2009, p. 12). It involves “…the interplay between internal and external aspects...” (2009, p. 12) and is “…a kind of abduction, usually model based and so intrinsically ‘iconic’, that exploits external models endowed with delegated (and often implicit) cognitive and semiotic roles and attributes. …” (2009, p. 58). Central to manipulative abduction are the “epistemic mediators” (2009, p. 2), which are objects in the environment (external to the individual) that are endowed with specific affordances (i.e. opportunities) for reasoning (including abduction).

Theoretical abduction includes what Magnani (2001, 2009) calls sentential and model-based forms. Sentential abduction is “…related to logic and to verbal/symbolic inferences...” (2009, p. 11) while model-based abduction is “…related to the exploitation of internalized models of diagrams, pictures, etc.” (2009, p. 12). Model-based abduction can be further broken down into sub categories, one of which is visual abduction (2001, 2009). This is “…a special form of non verbal abduction, [and] occurs when hypotheses are instantly derived from a stored series of previous similar experiences. It covers a mental procedure that tapers into a non-inferential one, and falls into the category called ‘perception’” (2009, p. 35).

Magnani (2001, 2009) provides a detailed description of sentential, visual and manipulative abduction. Sentential abduction consists of both verbal and written propositions (2001, 2009). Manipulative abduction, like visual abduction, is more complicated. It involves what Magnani (2009, p. 48) calls “templates of behaviour.” These are ways of acting (some pre-existing in memory while others are created to address current needs) that “abductively enable a kind of epistemic ‘doing’” (2009, p. 46). They include (as detailed in Magnani (2001, 2009)): attention to curious and anomalous phenomena, attention to the dynamical character of phenomena (not to entities and their properties); exploiting artificial apparatus to access previously hidden knowledge about phenomena; simplifying the reasoning task and redistributing effort across time; challenging/overcoming incomplete and inconsistent
information; controlling sense data to get various new kinds of stimulation; building external artifactual models to address current needs; using natural objects/phenomena as epistemic mediators (i.e. manipulating the natural environment in order to further understanding of the current situation); and executing various contingent ways of epistemic acting.

This epistemic acting consists of a number of different ways in which acting goes beyond the pragmatic. Including (as detailed in Magnani (2001, 2009)): looking at phenomena from different perspectives; checking the different information that is available in regards to the phenomenon of interest; reordering and changing relationships to evaluate what is going on in with the phenomenon of interest; comparing events as they transpire (in particular subsequent events); and finally choosing, discarding and imaging further manipulations.

As with manipulative abduction, Magnani, Cavite, and Mascara (2004) provide a detailed description of this cognitive construct. Visual abduction involves the individual experiencing an image that contains an anomaly, which triggers a process of image-based hypotheses creation (to explain the anomaly). The anomaly often concerns explaining (as detailed in Magnani et al. (2004): the absence of an object; why an object is in a particular position; and how an object can achieve a given task (interacting with other objects and moving around the image). The individual, in response to the anomaly and seeking an explanation for the anomaly, generates a series of possible explanations (or hypotheses) that are image-based.

This visual abduction involves both a spatial and a visual component (Magnani et al., 2004). The spatial component refers to “where an object is located relative to other objects” while the visual component refers to “what an image looks like” (Magnani, 2001, p. 99). The spatial component of visual abduction involves (as detailed in Magnani et al. (2004)): generating spatial representations from memory; composing and superimposing image representations; adding, deleting and moving parts of an image; focusing (and unfocusing) on parts of an image; rotating and scanning the image; and inspecting and retrieving spatial relations for an image. The visual component of visual abduction involves (as detailed in Magnani et al. (2004)): rotating the image (to alter the orientation); translating the image (to alter the location); and zooming the image (to alter the size of the image).

It must be stressed that while Magnani (2001, 2009) proposes that sentential, visual and manipulative abduction are distinct forms of reasoning, they never occur in isolation. Rather, abduction is multimodal and hybrid in nature; the sentential, visual and manipulative are interlinked and one entails the other. In this way, the reasoning of the individual is never just sentential, visual or manipulative; rather their reasoning simultaneously exhibits sentential, visual and manipulative components.

Applying the Abduction Framework to the Video Data

The author proposes that Magnani’s (2001, 2009) notions of sentential, visual and manipulative abduction might be useful for coding the video data. These categories (and their sub-categories, e.g. looking from different perspectives for manipulative abduction) provide a way of taking account of the visual and auditory happenings that form a part of the students’ use of the NetLogo models to reason about natural selection. But by no means do Magnani’s categories exhaust what it
means to reason when using NetLogo models. However, Magnani’s framework does provide a valuable way to make sense of the video data.

By applying Magnani’s (2001, 2009) framework to this video data, students’ interactions with the NetLogo models and their interactions with peers and teachers, as well as the artifacts students produce, can be viewed as sentential, visual and manipulative abduction in action. The NetLogo models can be seen as epistemic mediators, offering students particular affordances for exploring natural selection. It can then be suggested that teachers must first work with the students to recognise the NetLogo models as epistemic mediators and only then can they work together to determine the particular affordances of the NetLogo models. Students can subsequently take advantage of these affordances to generate hypotheses (via sentential, visual and manipulative abduction) to explain natural selection. It can then be proposed that the NetLogo models are particularly useful epistemic mediators for the students to explore natural selection because they support students in the creation of hypotheses to explain natural selection (they afford abduction, in particular visual and manipulative abduction).
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