Unified formulation of linear discriminant analysis methods and optimal parameter selection

Senjian An,*, Wanquan Liu, Svetla Venkatesh, Hong Yan

Abstract

In the last decade, many variants of classical linear discriminant analysis (LDA) have been developed to tackle the under-sampled problem in face recognition. However, choosing the variants is not easy since these methods involve eigenvalue decomposition that makes cross-validation computationally expensive. In this paper, we propose to solve this problem by unifying these LDA variants in one framework: principal component analysis (PCA) plus constrained ridge regression (CRR). In CRR, one selects the target (also called class indicator) for each class, and finds a projection to locate the class centers at their class targets and the transform minimizes the within-class distances with a penalty on the transform norm as in ridge regression. Under this framework, many existing LDA methods can be viewed as PCA+CRR with particular regularization numbers and class indicators and we propose to choose the best LDA method as choosing the best member from the CRR family. The latter can be done by comparing their leave-one-out (LOO) errors and we present an efficient algorithm, which requires similar computations to the training process of CRR, to evaluate the LOO errors. Experiments on Yale Face B, Extended Yale B and CMU-PIE databases are conducted to demonstrate the effectiveness of the proposed methods.

1. Introduction

Linear discriminant analysis (LDA) [1] is a well-known feature extraction method for classification and has been widely used in many applications such as face recognition and text categorization. LDA aims to maximize the between-class variance and minimize the within-class variance and thus to achieve maximum separability of the training patterns. The classical LDA maximizes the following well-known Fisher criterion [1]:

$$\max_{\mathbf{G}} \text{trace}((\mathbf{G}^T \mathbf{S}_B \mathbf{G})^{-1}(\mathbf{G}^T \mathbf{S}_W \mathbf{G}))$$

(1)

where \( \mathbf{G} \) is a linear transformation matrix with a lower dimension, \( \mathbf{S}_B \) and \( \mathbf{S}_W \) are between-class and within-class scatter matrices, respectively (defined in (2)). The classical LDA requires that the within-class matrix is nonsingular and this limits its application to many classification problems with limited training patterns. For example, in face recognition, due to limited training images, the within-class scatter matrix is usually not of full rank. This is the well-known small sample size problem (which is also called under-sampled problem). To tackle the small sample size problem, many variants of LDA have been proposed in recent years, such as Fisherface [2], null space LDA [3], LDA/QR [4], LDA/GSVD [5], LDA/FKT [6], Direct LDA and its variants [7–10]. To exploit the nonlinear structure of data such as face images, the kernel versions of these LDA algorithms are also developed in literature [11–18]. In [19], a unified framework is formulated to connect principle component analysis (PCA) [20], LDA and Bayes analysis [21,22]. The recent progress in the investigation of LDA methods includes an eigenfeature regularization method [23] for face recognition and a method based on the Bayes optimality under the Gaussian assumption [24].

In practice, one needs to find the best LDA method and its parameters based on training patterns only. A popular way to estimate the generalization performance of a model is cross-validation [25]. In l-fold cross-validation, one divides the data into l subsets of (approximately) equal size and trains the classifier l times, each time leaving out one of the subsets from training, and using the omitted subset to compute the classification errors. If l equals the sample size, this is called leave-one-out cross-validation (LOO-CV). The implementation of LOO-CV of LDA requires \( O(n^3) \) computations and is too expensive computationally to be applied in practice, where \( n \) is the training size. Recently, [26] developed a unified representation of the LDA variants and addressed the efficient cross-validation problem.
However, the efficiency is in terms of the number of parameters in the trial instead of the training size. The computational complexity for LOO-CV is still $O(n^3)$.

It is well-known that the LOO errors of ridge regression (RR) and Kernel ridge regression can be computed efficiently [27]. If one can connect the various LDA methods to RR, it may be possible to use the efficient RR cross-validation to estimate the generalization performance of the LDA methods. It is shown in [28] that the classical LDA is equivalent to linear regression with certain class indicator under a strict rank condition $\text{Rank}(S_w) + \text{Rank}(S_b) - \text{Rank}(S) = 0$ (see definition in (2)). Similarly, the equivalence of canonical correlation analysis (CCA) and least regression, with certain class indicator under a similar rank condition, is established in [29]. However, the connection between ridge regression (linear regression with regularization) and regularized LDA has not been established. In this paper, we propose constrained RR (CRR) and prove that regularized LDA, LDA/GSVD, LDA/FKT and regularized LDA (RLDA), can be viewed as PCA+CRR with specific regularization numbers and class indicators. Note that the class indicators and regularization number are hyper-parameters which govern the generalization performance of CRR. One can use cross validation to estimate generalization performances and choose the best hyper-parameters and thus choose the best LDA methods. We will present an efficient algorithm to evaluate the leave-one-out (LOO) errors of CRR. The proposed algorithm requires $O(n^2)$ computations, similar to the training process of CRR. Our experimental results demonstrate that the LOO errors can be used effectively to select the LDA variants.

There are two major contributions in this paper. First, a general framework is developed based on constrained ridge regression for multi-category linear discriminant analysis. Under this framework, the classic LDA and many of its recent variants are special cases with specific class indicators. Second, an efficient cross-validation algorithm is developed to evaluate the LOO errors of CRR. The significance of this contribution is that our proposed efficient cross-validation algorithm can be used to choose the optimal LDA variant that corresponds to the CRR member with minimal LOO errors.

The layout of the rest of the paper is as follows. In Section 2, we address the formulation of constrained ridge regression (CRR) and present an efficient algorithm to evaluate its LOO errors. Section 3 addresses the connections of CRR to various LDA algorithms. And Section 4 proposes to use CRR LOO errors to choose the optimal LDA algorithms. The experimental results on Yale Face B and CMU-PIE databases are provided in Section 5 to illustrate the effectiveness of the proposed algorithms.

Notations: We adopt similar notations in [30,5].

$X = [x_1, x_2, ..., x_n] \in \mathbb{R}^{d \times n}$ denotes the data matrix where $n$ is the sample size and $d$ is the dimension of the pattern $x$. Assume that we have $m$ classes and we use $l(x)$ to denote the label of pattern $x$. We use $X_k$ to denote the data matrix of the $n_k$ training patterns for class $k$ and rewrite the data matrix as $X = [X_1, X_2, ..., X_m]$. Let $c_k \in \mathbb{R}^d$ denote the centroid (mean) of class $k$ and $c$ be the global centroid. The between-class scatter matrix $S_b$, the within-class scatter matrix $S_w$, and the total scatter matrix $S$ are defined as follows:

$$S_w = \sum_{i=1}^{m} \sum_{x \in X_i} (x - c_i)(x - c_i)^T = H_n H_n^T$$

$$S_b = \sum_{i=1}^{m} n_i (c_i - c)(c_i - c)^T = H_b H_b^T$$

where $X_i$ is the training set of class $i$, and

$$H_b = \hat{\text{C}} \text{diag}(\sqrt{n_1}, \sqrt{n_2}, ..., \sqrt{n_m})$$

$$H_n = [X_1 - c_1 1_n, X_2 - c_2 1_n, ..., X_m - c_m 1_n]$$

$$H = X - c 1_n,$$

$\hat{\text{C}} = [c_1 - c, c_2 - c, ..., c_m - c]$ is the class mean matrix of the centered data.

We will use $C = [c_1, c_2, ..., c]$ to denote the class mean matrix and use $l(x) \in \{1, 2, ..., m\}$ to denote the label of $x$. $I$ denotes an identity matrix with dimension of $m$.

2. Constrained ridge regression

Linear ridge regression (RR) [1] is a classical statistical problem that aims to find a linear function that models the dependencies between covariates $x_{ik} \in \mathbb{R}$ and response variables $y_i \in \mathbb{R}$ in $\mathbb{R}$. The classical method to solve this problem is ordinary least squares (OLS) formulation which minimizes the squared loss:

$$\min_{\beta} \sum_{i=1}^{n} (y_i - \beta^T x_i)^2.$$ (5)

Due to limited training examples, the variance of the estimate $g$ by OLS may be large and thus the estimate is not reliable. An effective way to overcome this problem is to penalize the norm of $g$. Instead of minimizing squared errors, RR minimizes the following cost function:

$$J(g) = \sum_{i=1}^{n} (y_i - g^T x_i)^2 + \gamma \|g\|^2$$ (6)

where $\gamma$ is a fixed positive number. By introducing the regularization parameter $\gamma$, the ridge regression can reduce the estimate variance at the expense of increasing training errors. The regularization parameter $\gamma$ controls the trade-off between the bias and variance of the estimate. In practice, one can use cross-validation [25] to find the optimal regularization parameter that minimizes the cross-validation errors.

For multivariate RR, the responses $Y_i$ are vectors in $\mathbb{R}^r$ and the task is then to find a matrix $G \in \mathbb{R}^{d \times r}$ which minimizes

$$J(G) = \sum_{i=1}^{n} (Y_i - G^T x_i)^2 + \gamma \|G\|^2$$

$$= \text{tr} (Y Y^T + G^T \Sigma G - 2 G^T \Sigma Y^T) + \gamma \text{tr} (G^T G),$$ (7)

where $Y = [Y_1, Y_2, ..., Y_n]$.

Taking derivatives and equaling them to zero, we have the solution

$$G = (\Sigma + \gamma I)^{-1} \Sigma Y^T.$$ (8)

2.1. Class indicators

RR is developed to model the dependencies between covariates $x_{ik} \in \mathbb{R}$ and response variables $y_i (\neq f(x_i))$. To apply it to classification problem where only the labels of training patterns are available, we need to design the response variables. Since we...
prefer to make the similar patterns (from the same class) close, it is desirable to set equal responses for similar training patterns. On the other hand, we also prefer to make dissimilar patterns separate and thus the class indicators are required to be far from each other. For each class, we need to design a desirable response for its patterns. This desirable response is called class indicator [1] in the literature. When nothing except the labels are known, one usually chooses \( L_i = e_i \in \mathbb{R}^m \) as the class indicator for class \( i = 1, 2, \ldots, m \), where \( e_i \) is a vector whose \( i \)-th entry is 1 and other entries are zeros.

In order to connect to LDA methods, this paper considers the general class indicators where \( L_i \) can be any real vector with any dimension to associate with the dimension of the LDA methods. Next, we will propose a new framework called constrained ridge regression (CRR). In this framework, the class means’ responses are required to equal their class indicators.

2.2. Constrained ridge regression

The main idea of CRR is to make the class means equal to their class indicators in the reduced low-dimensional subspace. Assume that we have the class indicators \( \{ L_i \}_{i=1}^c \). The task of CRR is to seek a projection to transform the class means \( \{ \bar{c}_i - c \} \) to their class indicators and then minimize the within-class distances with a penalty on the norm of the transform, that is

\[
\begin{align*}
\text{min}_{G} \quad & J(G; \gamma) = \text{tr}(G^T S_0 G) + \gamma \text{tr}(G^T G) \\
\text{s.t.} \quad & G^T C = L
\end{align*}
\]  

(9)

where \( L = [L_1, L_2, \ldots, L_m] \) is the class indicator matrix.

From (2) and (3), it follows

\[
S_0 = \bar{C} \text{diag}(n_1, n_2, \ldots, n_m) \bar{C}^T
\]

and therefore

\[
G^T S_0 G = L \text{diag}(n_1, n_2, \ldots, n_m) L^T
\]

(10)

is a constant under the condition \( G^T C = L \).

Note that the class indicator matrix \( L \) is a hyper-parameter (as the regularization number \( \gamma \) is) in CRR. Eq. (9) is equivalent to the following minimization problem

\[
\begin{align*}
\text{min}_{G} \quad & J(G) = \text{tr}(G^T S_0 G) + \gamma \text{tr}(G^T G) \\
\text{s.t.} \quad & G^T C = L
\end{align*}
\]  

(11)

While (9) and (12) are equivalent, we will use (12) for numerical stability since their solutions involve the inverse of \( (S_0 + \gamma I) \) or \( (S_0 + \gamma I)^{-1} \), respectively. For the solution of (12), we have the following result (the proof is delegated to Appendix A):

**Theorem 1.** The minimization problem (12) has a solution only if \( \text{span}(L^T) \subset \text{span}(C^T) \).

Assume that \( \text{span}(L^T) \subset \text{span}(C^T) \) and \( S_0 \) is nonsingular, the solution of (12), denoted by \( G_\gamma \), is then given by

\[
G_\gamma = S_0^{-1} C (C^T S_0^{-1} C)^{-1} L^T
\]

(14)

where \( S_0 = S_0 + \gamma I \) is positive definite and \( \dagger \) denotes pseudo-inverse of matrices.

Note that one can always make \( S_0 \) nonsingular by removing its null space without loss of any discriminant power. From Theorem 1, we know that the selection of the class indicator matrix is limited by the class mean matrix \( C \). Next, we consider the characterization of all admissible class indicators for a given \( \hat{C} \). Let \( V \in \mathbb{R}^{m \times r_c} \) be an orthogonal base of \( \text{span}(C) \) where \( r_c = \text{rank}(C) \). Then \( \text{span}(L^T) \subset \text{span}(C^T) \) holds if and only if there exists \( M \in \mathbb{R}^{r_c \times r} \) such that

\[
L = M^T V^T
\]

(15)

where \( r \) is the dimension of \( L \). So the admissible set of \( L \) can be characterized as

\[
L = \{ L | L = M^T V^T, M \in \mathbb{R}^{r_c \times r}, r \geq 1 \}
\]

(16)

The optimal selection of \( M \) (or an admissible \( L \) equivalently) will depend on and this is needed to be learnt from the data. In the next section, we will show that many existing LDA algorithms can be described as CRR with specific regularization number \( \gamma \) and specific class indicators \( L \). The generalization performance of CRR is governed by the hyper-parameters \( \gamma \) and \( L \) and one can estimate the generalization performance by cross-validation.

Before we address the relationships between CRR and the LDA methods, we first discuss the efficient evaluation of the leave-one-out cross-validation for CRR. The efficient algorithm is useful to select \( L \) and \( \gamma \) for CRR and will be used to choose the LDA variants in the consequent sections.

2.3. Efficient LOO cross-validation

Since \( L \) is limited by the class mean matrix \( \bar{C} \) which may change when some training patterns are removed, the cross-validation of CRR needs a slight modification in the standard cross-validation. Suppose some training patterns are removed and the new class mean matrix is \( \bar{C}_r \). From (16), the class indicator matrix \( \Gamma \) must satisfy \( \Gamma = M_\gamma V \) where \( V \) is an orthogonal basis matrix of \( \text{span}(\bar{C}_r) \). If \( \text{span}(\bar{C}_r) \neq \text{span}(\bar{C}) \), \( L = M^T V^T \) is not admissible for CRR with these training patterns being removed. In this case, we choose \( M \) to minimize \( \| L - L \| \) so that \( L \) is as close as possible to \( L \). This results in \( M = M^T V \Gamma \) and

\[
\Gamma = M^T V^T \Gamma V
\]

(17)

When the original class mean matrix \( C \), where data is not centered yet, is of full column rank, \( \bar{C} \) is of rank \((m - 1)\) and \( C[n_1, n_2, \ldots, n_m]^T = 0 \). Therefore \( \text{span}(\bar{C}) = \text{null}(\{n_1, n_2, \ldots, n_m\}) \) where \( \text{null}(a) \) denotes the null space of a vector \( a \). In the leave-one-out cross-validation where only one training pattern is removed, if \( n_i \) is not very small, the spaces \( \text{span}(\bar{C}) \) and \( \text{span}(\bar{C}) \) will be very close and therefore \( L = M \). In this paper, we only consider the LOO evaluation of CRR. For general \( l \)-fold cross-validation, one needs to group the training patterns properly so that the difference between \( \text{span}(\bar{C}_r) \) and \( \text{span}(\bar{C}_r) \) is not significant. For example, if each class has equal training size, one needs to group the training patterns so that each class has equal (or approximately equal) training size for each fold.

Let \( V \) be an orthogonal base matrix of \( \text{span}(\bar{C}_r) \). The matrix \( \bar{C}_r V \) is then of full column rank and \( V^T \bar{C}_r \bar{C}_r V \) is nonsingular. Note that \( L = M^T V^T \), the solution (14) can be described as

\[
\Gamma = S_0^{-1} \bar{C}_r V (V^T S_0^{-1} \bar{C}_r V)^{-1} M
\]

(18)

Suppose \( x_i \), belonging to class \( i \), is left out for testing. The new global mean \( \bar{c}_i \), the new mean \( \bar{C}_i \) of class \( i \), the new total scatter matrix \( S_i \), and the new class center matrix \( \bar{C}_i \) become

\[
\bar{C}_i = \frac{x_i - \bar{c}_i}{n_i - 1}
\]
\[ \tau = c - \frac{x_k - c}{n-1} \]

\[ \bar{S}_i = S_i - \frac{n}{n-1} (x_k - c)(x_k - c)^T \]

\[ \bar{\tau} = \tilde{c} + \frac{1}{n-1}(x_k - c)1_{n-1} - \frac{1}{n-1}(x_k - c)e_k^T. \]  

(19)

Let \( \bar{\tau} \) be an orthogonal base matrix of \( \bar{\tau}^T \) and, from (17), \( \bar{S} = MV^T \bar{\tau}V^T \) is the desired class indicator matrix for training with \( x_k \) being excluded. Then the solution of CRR with \( x_k \) being removed is then

\[ \bar{\tau}_i = \bar{S}_i^{-1} \bar{\tau}V(\bar{\tau}^T \bar{S}_i^{-1} \bar{\tau}V)^{-1} MV^T \bar{\tau} \]  

(20)

where \( \bar{S}_i = \bar{S}_i+\gamma_k / \| \bar{\tau} \|^2 \). Since \( \text{span}(\bar{\tau}) \) and \( \text{span}(\bar{\tau}^T) \) are very close, we will omit the difference between \( V \) and \( \bar{\tau} \), and replace \( V \) by \( \bar{\tau} \) in the above equation. Then we have

\[ \bar{\tau} = \bar{S}_i^{-1} \bar{\tau}V(\bar{\tau}^T \bar{S}_i^{-1} \bar{\tau}V)^{-1} M. \]  

(21)

Now we derive the formula to compute the predicted response \( p(x_k) = \bar{\tau}_i(x_k - \bar{\tau}) \). The formula will be based on \( \bar{S}_i^{-1} \). Let

\[ \bar{Q} = \bar{\tau}^T \bar{S}_i^{-1} \bar{\tau}, \]

(22)

\[ \bar{S}_i(x_k - c), \]

(23)

and

\[ \delta_k = \bar{S}_i^{-1}(x_k - c). \]  

(24)

Note that

\[ \bar{S}_i^{-1} = (\bar{S} + \gamma I)^{-1} \]

\[ = (\bar{S} - d(x_k - c)(x_k - c)^T)^{-1} \]

\[ = \bar{S}_i^{-1} + \mu_k \bar{S}_i^{-1}(x_k - c)(x_k - c)^T \bar{S}_i^{-1}. \]  

(25)

where

\[ d = \frac{n}{n-1} \]

\[ \mu_k = \frac{d}{1-d} \beta_k \]

\[ \beta_k = (x_k - c)^T \bar{S}_i^{-1}(x_k - c) \]

\[ = \bar{S}_i(x_k - c). \]  

(26)

Denote \( \bar{Q} = \bar{\tau}^T \bar{S}_i^{-1} \bar{\tau} \). Then \( \bar{\tau}_i = \bar{S}_i^{-1} \bar{\tau} \bar{Q}^{-1} \) and the predicted response of \( p(x_k) \) satisfies

\[ p(x_k)^T = (x_k - c)^T \bar{\tau}_i \]

\[ = \frac{n}{n-1}(x_k - c)^T \bar{S}_i^{-1}(x_k - c)^T \bar{\tau} \bar{Q}^{-1} M \]

\[ = \frac{n}{n-1}(x_k - c)^T \bar{S}_i^{-1}(1+\mu_k(x_k - c)(x_k - c)^T) \bar{\tau} \bar{Q}^{-1} M \]

\[ = \frac{n}{(n-1)(1-\beta_k)}(x_k - c)^T \bar{S}_i^{-1} \bar{\tau} \bar{Q}^{-1} M \]

\[ = \frac{n}{(n-1)(1-\beta_k)} \bar{\tau} \bar{Q}^{-1} M. \]  

(27)

where

\[ z_k^T = (x_k - c)^T \bar{S}_i^{-1} \bar{\tau} \bar{Q} \]

\[ = \bar{\tau}_i(\bar{\tau} \bar{Q}) \]

\[ = \bar{\tau}_i(\bar{\tau} \bar{Q}) + \frac{m}{n-1} \beta_k v^T - \frac{1}{n-1} \gamma_k v_k^T \]

\[ \gamma_k = (x_k - c)^T \bar{S}_i^{-1}(x_k - c) \]

\[ = \bar{\tau}_i(x_k - c). \]

\[ v = \bar{\tau} \bar{e}_i \]

\[ v = \bar{\tau} \bar{e}_i. \]  

(28)

With \( \bar{S}_i^{-1} \) and \( \bar{\tau} \) being ready for use, the computation of \( \beta_k, \gamma_k \) and \( z_k \) can be done in \( O(n) \) time. Later, we will show that \( z_k^T \bar{\tau} \bar{Q}^{-1} \) can be computed in \( O(m^2) \) time when \( Q^{-1} \) is available. Hence, if we compute \( S_i^{-1} \) and \( Q^{-1} \) in advance, they can be used for all \( x_k \) and the remaining computation of \( p(x_k) \) is dominated by the \( O(n^2) \) computations of \( \bar{\tau}_i \) in (23).

Now we address the efficient computation of \( z_k^T \bar{\tau} \bar{Q}^{-1} \). Note that

\[ \bar{Q} = \bar{\tau}^T \bar{S}_i^{-1} \bar{\tau}, \]

(29)

where

\[ \gamma_k = (x_k - c)^T \bar{S}_i^{-1}(x_k - c) \]

\[ = \bar{\tau}_i(x_k - c). \]

\[ w_k = \bar{\tau} \bar{e}_i \]

\[ w_k = \bar{\tau} \bar{e}_i. \]  

(30)

Let \( z_k = \mu_k z_k + m/(n-1) v, \)

\( b_1 = z_k, \)

\( a_2 = -1/(n-1) v, \)

\( b_2 = w_k, \)

\( a_3 = -1/(n-1) w_k, \)

\( b_3 = v_k, \)

\( a_4 = m/(n-1) Qy_k, \)

\( b_4 = v \) and define \( Q_0 = Q \).

\[ Q_1 \triangleq Q_{0} + a_1 b_1^T \]

\[ Q_2 \triangleq Q_{1} + a_2 b_2^T \]

\[ Q_3 \triangleq Q_{2} + a_3 b_3^T \]

\[ Q_4 \triangleq Q_{3} + a_4 b_4^T \]  

(31)
\[ Q_4 = Q_3 + ab_4^T \]  
(31)

Note that \( \bar{Q} = Q_4 \) and

\[ Q^{-1}_4 = Q^{-1}_3 \begin{pmatrix} 1 + b_i^T Q_3^{-1} a_i \end{pmatrix}^{-1} Q_3^{-1} b_i^T Q_3^{-1} \]  
(32)

\( z_i \bar{Q}^{-1} \) can be computed using (32) by the following four steps where each step uses the terms obtained from the previous step:

- Compute \( z_i Q^{-1} a_i^T Q^{-1} \) and \( b_i^T Q^{-1} \) for \( i = 1, 2, 3, 4 \);
- Compute \( z_i Q^{-1} a_i^T Q^{-1} \) and \( b_i^T Q^{-1} \) for \( i = 1, 2, 3, 4 \);
- Compute \( z_i Q^{-1} a_i^T Q^{-1} \) and \( b_i^T Q^{-1} \) for \( i = 3, 4 \);
- Compute \( z_i Q^{-1} a_i^T Q^{-1} \) and \( b_i^T Q^{-1} \) for \( i = 4 \);
- Compute \( z_i Q^{-1} a_i^T Q^{-1} \).

Hence the computation of RLDA. RLDA adds sequential, one can get and third steps require \( z_i Q^{-1} a_i^T Q^{-1} \) and \( b_i^T Q^{-1} \) for \( i = 1, 2, 3, 4 \) and using (32), we can compute \( z_i Q^{-1} \) in \( O(m^2) \) time. Sequentially, one can get \( z_i \bar{Q}^{-1} \) in \( O(m^2) \) time. The computations of \( a_i b_i \) are based on (30) which requires \( O(n) \) computations if \( x_k \) is available. Hence the computation of \( z_i \bar{Q}^{-1} \) is dominated by that of \( x_k \) which requires \( O(n^2) \) computations. In summary, \( p(x_k) \) can be computed in \( O(n^2) \) time when \( S^{-1} \) and \( Q^{-1} \) are computed in advance.

Given the total scatter matrix \( S \) and the class mean matrix \( \hat{C} \), the procedure to compute the LOO errors of CRR can be summarized as follows:

1. Compute \( V \) via SVD on \( \hat{C}^T \hat{C} = V^T \Sigma V \);
2. Compute \( S^{-1} \), \( Q^{-1} = V^T \Sigma \hat{C}^T V \) and \( Q^{-1} \);
3. For each training pattern \( x_k \), compute the predicted response \( p(x_k) \) from (27) based on (23) and (24), predict the label of pattern \( x_k \) by comparing the distances of \( p(x_k) \) to all training examples other than \( x_k \) and compare the predicted label with the true label to decide if there is an error;
4. Sum up all errors and compute the error rate.

The first step requires \( O(m^3) \) computations while the second and third steps require \( O(n^3) \) computations. The computations are dominated by that of computing \( S^{-1} \) and \( x_k \) in (23) and (24). Hence the computational complexity for LOO errors of CRR is cubic and about three times of CRR training.

3. Connections to LDA methods

In this section, we summarize some popular LDA variants for under-sampled problems and show their connections to CRR. The connections are made as follows: given the solution of some LDA variant, we find the class indicator \( L \) and regularization number for CRR so that its solution (14) is equal to the solution of that LDA variant.

3.1. Regularized LDA

Regularization is a classical method to deal with ill-posed problems and it can be used to solve the singularity problem in under-sample discriminant analysis. The method is called regularized LDA (RLDA). RLDA adds \( \gamma I \) on \( S_w \) and then applies the classic LDA. It is equivalent to optimize the following regularized Fisher criterion

\[ \max_c J_c = \text{trace}((G_c^T (S_w + \gamma I) G_c)^{-1} (G_c^T S_b G_c)) \]  
(33)

or equivalently

\[ \max_c J_c = \text{trace}(G_c^T (S_w + \gamma I) G_c)^{-1} (G_c^T S_b G_c) \]  
(34)

where \( \gamma \) is usually a small positive number.

RLDA uses the large non-zero eigenvectors of \( (S_w + \gamma I)^{-1} S_b \) or, equivalently, of \( (S_w + \gamma I)^{-1} S_b \), as the projection matrix \( G_{RLDA} \). In this case, one needs to find a suitable regularization parameter \( \gamma \) which is critical for the successful application of RLDA. Note that the solutions of either (33) or (34) are not unique. They are equivalent in the sense that their solutions are identical under same scale constraint, say the unit norm constraint on the eigenvectors. We suggest (34) instead of (33) since computing \( (S_w + \gamma I)^{-1} \) is more stable numerically than computing \( (S_w + \gamma I)^{-1} \). In particular when \( \gamma = 0 \), for the solution of (33), one needs to include the null eigenvectors of \( S_w \) and the leading eigenvectors of \( S_w S_b \). In this case, (33) and (34) are still equivalent under same scale constraint.

Now let \( G_{RLDA} = [g_1, g_2, \ldots, g_r] \) be the solution of RLDA. That is, \( g_1, g_2, \ldots, g_r \) are the \( r \) leading eigenvectors of \( S_w^{-1} S_b \). From (2) and (3), we have

\[ S_b = \text{diag}[n_1, n_2, \ldots, n_m] C \]  
(35)

and therefore

\[ \text{span}(g_1) = \text{span}(S_w^{-1} C) \]

\[ = \text{span}(S_w^{-1} U_c \Sigma_c V_c^T) \]

\[ = \text{span}(S_w^{-1} U_c) \]  
(36)

where \( U_c \Sigma_c V_c^T \) is the singular value decomposition of \( \hat{C} \). Let \( H_c \) be an orthogonal basis of \( \text{span}(S_w^{-1} U_c) \). Note that the eigenvectors \( g_i \in \text{span}(S_w^{-1} U_c) \) are orthogonal. Hence (37)

\[ \text{span}(g_1) = \text{span}(H_c) \]  
(37)

There exists \( M \) such that \( G_{RLDA} = H_c M \).

Substituting \( \hat{C} = U_c \Sigma_c V_c^T \) into (14), we have the CRR’s solution

\[ G_c = S_w^{-1} U_c (U_c^T S_w^{-1} U_c)^{-1} \Sigma_c^{-1} V_c^T L \]  
(38)

and therefore, there exists a nonsingular matrix \( Q \) such that

\[ G_c = H_c Q V_c^T L \]  
(39)

Hence if we choose

\[ L = M Q^{-1} V_c^T \]  
(40)

Then we have \( Q V_c^T L = M \) and thus \( G_c = G_{RLDA} \). That is, CRR is equivalent to RLDA if we choose the class indicator as in (40).

3.2. Fisherface [2]

In order to apply LDA for face recognition where the within-class scatter matrix \( S_w \) is usually singular, Fisherface was proposed to conduct PCA first on the data matrix so that the within-class scatter matrix \( S_w \) is nonsingular in the dimension-reduced subspace wherein classical LDA can be applied. Fisherface is also called PCA+LDA. The within-class variance matrix is usually nonsingular if we reduce the data dimensionality to be equal or less than \( (n-m+1) \). However, applying PCA to reduce the data dimensionality may lose discriminative information. Also, our experiments demonstrate that the performance of Fisherface is sensitive to the dimensions of PCA and it is critical to find a suitable dimension of PCA for Fisherface. Fisherface is the classical LDA (or RLDA with \( \gamma = 0 \)) with PCA processing. Hence Fisherface is equivalent to PCA preprocessing followed by CRR with \( \gamma = 0 \) and the class indicators being chosen as in last section (with \( \gamma = 0 \)).

While Fisherface, LDA/QR, DLDA and NLDG acquired the matrix nonsingularity by reducing the data space, which may lose some discriminant power, LDA/GSVD was proposed to gain the full discriminant power. LDA/GSVD finds a linear transform to optimize the generalized Fisher criterion [5]:

$$\max_{G} \text{trace}(G^T S_1 G^{-1}(G^T S_0 G))$$

(41)

which is equivalent to (1) when $S_w$ is nonsingular (note that $S_b = S_w + S_0$).

The singularity problem is solved by using generalized singular value decomposition (GSVD). Based on the GSVD theory, there exist orthogonal matrices $Y \in \mathbb{R}^{m \times m}, Z \in \mathbb{R}^{n \times n}$ and a nonsingular matrix $W \in \mathbb{R}^{n \times d}$ such that

$$Y^T H_b^T W = [\Sigma_b, 0]$$

(42)

$$Z^T H_w^T W = [\Sigma_w, 0]$$

where

$$\Sigma_b = \begin{bmatrix} I_b & D_b \\ 0_b & 0_b \end{bmatrix}, \quad \Sigma_w = \begin{bmatrix} 0_w & D_w \\ I_w & 0_w \end{bmatrix}$$

(43)

The matrices $I_b, D_b, 0_b, D_w, I_w$ are identity matrices, $0_b, 0_w$ are matrices with all elements equal to zero. $D_b, D_w$ are diagonal matrices with decreasing and increasing eigenvectors, respectively, and $\Sigma_b^T + \Sigma_w^T$ is an identity matrix.

The transformation matrix $G$ of LDA/GSVD is composed by the leading columns of $W$. These leading columns are the generalized singular vectors of the matrix pair $(H_b^T H_w^T)$. It is easy to check that

$$G^T S_1 G = I$$

(44)

This indicates that LDA/GSVD scales the eigenvector by whitening the total variance matrix $S_b$.

Since the null space of $S_b$ does not include any discriminative information, one can always remove its null space so that the total variance matrix is nonsingular. Now assume that $S_b$ is nonsingular. Note that $Y$ and $Z$ are square orthogonal matrices. From (42), we have $W^T S_b W$ and $W^T S_w W$ are diagonal and therefore $W^T S_1 W$ is diagonal as well. Hence, the columns of $W$ are the eigenvectors of $S_1^{-1} S_b$. That is, LDA/GSVD uses the leading eigenvectors of $S_b^T S_b$ and scales the eigenvectors with (44). Therefore, LDA/GSVD is RLDA with a novel scale constraint (44) and it can be connected to CRR similarly as RLDA.

It is proven in [6] that GSVD and Fukunaga–Koontz Transform (FKT) are equivalent on LDA and proposes the less computationally expensive LDA/FTK method than LDA/GSVD. Since LDA/FTK has the same solution as LDA/GSVD and thus it is connected to CRR with the same parameters as well.

3.4. Null space LDA [3]

Based on the intuition that the null space of $S_w$ is the most discriminant subspace and the null space of $S_b$ does not include any discriminative information, null space LDA (NLDA) first removes the null space of $S_b$ and then projects the data into the null space of $S_w$. Note that $S_b = S_w + S_0$. The null eigenvectors of $S_w$ are exactly the same set of eigenvectors of $S_b^T S_b$ with eigenvalue equal to 1. NLDA is actually a special case of LDA/GSVD when using only the eigenvectors of eigenvalue 1 and scaling them to be unit norm. Therefore NLDA can be connected to CRR similarly as LDA/GSVD.

3.5. LDA/QR [4] and direct LDA [8]

In [4], a two-stage LDA method called LDA/QR is proposed to overcome the singularity problems and to achieve computational efficiency. The first stage applies QR decomposition on $H_b^T$: $H_b^T = QR$, where $Q$ has orthogonal columns that span the space $\text{span}(H_b^T)$ and $R$ is an upper triangular matrix. By projecting the data with transform $Q$, the betweenclass and within-class scatter matrices become $\tilde{S}_b = Q^T S_b Q$ and $S_w = Q^T S_w Q$. At the second stage, we apply LDA on $\tilde{S}_b$ and $S_w$, and keep the eigenvectors associated with the smallest eigenvalues of $\tilde{S}_b^T S_b$. LDA/QR achieves computational efficiency at the cost that the linear transform is constrained to be in the class mean subspace $\text{span}(H_b^T)$.

Direct LDA (DLDA) also conducts LDA within the centroid space $\text{span}(H_b^T)$. The difference is that DLDA uses the eigenvectors which whiten the within-class scatter matrix, while LDA/QR uses the unit norm eigenvectors.

LDA/QR conducts classical LDA in the class mean subspace. That is, LDA/QR chooses the $r$ leading eigenvectors, denoted by $M=[M_1, M_2, ..., M_r]$, of

$$(H_b^T S_b H_b)^{-1} (H_b^T S_w H_b)$$

(45)

and the projection matrix is $H_b M$ where the eigenvectors are of unit norm.

Note that $H_b R$ is the QR decomposition of $H$. $R$ is of full row rank and thus $R = \Delta V^T$ for some orthogonal matrix $V$ and nonsingular $\Delta$.

From Theorem 1, if we choose $\gamma = +\infty$, we have

$$C_r = \hat{C} (\hat{C}^T \hat{C})^{-1} \hat{C}^T$$

$$= H_b R (R^T R)^{-1} R^T$$

$$= H_b \Delta^{-1} V^T V^T$$

(46)

Hence if we choose the regularization number $\gamma = +\infty$ and the class indicator $L = M^T \Delta V^T$, then CRR is equivalent to LDA/QR. It will be equivalent to DLDA if we scale the eigenvectors such that

$$M^T Q \tilde{S}_w Q M_l = I$$


3.6. The unifying view on the connections

In this section, we present an unifying view on the connections of the LDA methods to CRR and this is useful for CRR to connect other similar methods. From the connections, we can view CRR and the various LDA methods in two stages. In the first stage, both CRR and the LDA methods find the maximal discriminant subspace $H_1^T = \text{span}(H_b^T)$. In the second stage, the LDA methods find the transform by applying RLDA (with some regularization number) in the space $H_2^T$ and CRR finds the transform in $H_2^T$ by designing some class indicator. Since they are done in the same subspace, CRR and the LDA methods can be connected. Note that the regularization numbers may be different for some LDA methods, say LDA/QR, in the two stages. We denote them by $\gamma_1$ and $\gamma_2$, respectively. Also, the class indicators connected to the LDA methods depends on three types of scale constraints (SCs) for the eigenvectors associated with the LDA methods:

1. Type 1: unit norm,
2. Type 2: $M^T Q \tilde{S}_w Q M_l = I$,
3. Type 3: $M^T Q \tilde{S}_w Q M_l = I$.

To reduce the computational complexity or remove noise, one may also apply PCA before CRR. Based on the above two-stages
view, we show the connections of CRR to the popular LDA variants as below.

1. Fisherface: There is no regularization ($\gamma_1 = \gamma_2 = 0$). PCA is applied to completely remove the effect of small eigenvectors of the data matrix. The dimensionality of PCA is crucial for the performance of Fisherface. Type 1 scale constraint is usually applied.

2. RLDA: The two regularization numbers are equal ($\gamma_1 = \gamma_2$). One usually applies type 1 scale constraint. The selection of the regularization numbers is crucial for the performance of RLDA.

3. LDA/GSVD: There is no regularization ($\gamma_1 = \gamma_2 = 0$) and no PCA. Type 2 scale constraint is recommended.

4. Null space LDA: there is no regularization. Type 1 scale constraint is recommended. The dimension is chosen as that of the null space of $S_w$.

5. LDA/QR: The first stage regularization number is $\gamma_1 = +\infty$ and the second stage $\gamma_2 = 0$. Type 1 scale constraint is recommended.

6. D-LDA: The first stage regularization number is $\gamma_1 = +\infty$ and the second stage $\gamma_2 = 0$. Type 3 scale constraint is recommended.

Note that PCA can be used to remove noise or reduce the computational complexity in other LDA algorithms beside Fisherface and one can develop new type of LDA algorithms by choosing new parameters on two regularization numbers and the scale constraints. The importance of PCA in LDA for face recognition, is discussed recently in [31].

3.7. Comparison to the unification in [26]

The unification problem of various LDA methods is addressed recently in [26]. The key idea of [26] is to unify different LDA algorithms using a simple transfer function $\phi(\lambda)$. They have shown how $\phi(\lambda)$ can be chosen for different LDA algorithms. However, in their work, the transfer function is used more or less for a symbolic or representation purpose. That is, this function describes how the singular values are modified in existing algorithms. So [26] provides a unified representation, but not a unified cost function or optimization procedure to derive existing algorithms or develop new ones. Our unified framework is based on a novel method constrained ridge regression and we have a unified cost function and optimization procedure. The various LDA methods are reformulated as CRR with specific regularization numbers and specific class indicators.

In [26], the efficient model selection algorithm is addressed for PCA dimensionality selection and RLDA regularization number selection. However, the efficiency is related to the number of parameter grids instead of the training size $n$. The computational complexity is still $O(n^3)$ for leave-one-out cross-validation. Our efficient LOO algorithm for CRR is of complexity $O(n^3)$ and we propose to select the best LDA method using this algorithm in the next section. Furthermore, our framework can also be used to develop new algorithms by designing new class indicators.

3.8. Remarks

Although most of the LDA variants can be reformulated in the CRR framework, the discriminant analysis methods in [23,31] cannot be formulated as CRR. The LDA methods which can be formulated in CRR framework share the same property that they try to minimize the within-class variance in some way. However, the main idea of [23] is to approximate whiten the within-class variance and then maximize the between-class variance. There is no direct task to minimize the within-class variance here and thus it cannot be formulated as CRR. It is interesting to note that [23] aims to maximize the between-class distance by fixing (approximately whitening) the within-class variance while CRR aims to minimize the within-class variance by fixing the class-centers (and thus the between-class variance as well). Similarly, the idea of [31] is to regularize the eigenvalues but there is no direct effort to minimize the within-class variance and thus it is not be related to CRR.

4. Choosing LDA methods by CRR cross-validation

In the preceding section, we have shown that the various LDA methods can be unified in a general framework PCA+CRR. Each method corresponds to CRR with a specific regularization number $\lambda^{(k)}$ and a specific class indicator matrix $L^{(k)}$. Thus, the various LDA methods can be treated as members of the CRR family and the optimization of the LDA methods is then a problem to choose the best member from the CRR family. The generalization performance of CRR can be estimated by the LOO errors and we propose to choose the best member with the minimal LOO errors. The LOO errors can be computed using the efficient algorithm we proposed in Section 2.3. Also, we treat the LDA methods with different dimensions (including dimensions in the preprocessing stage PCA), different regularization numbers and different scale constraints, as different members in the CRR family and thus the parameters can be optimized similarly.

In summary, we can optimize the dimension of PCA, the regularization numbers, and type of scale constraints corresponding to various LDA variants by minimizing the LOO error rates of their corresponding member in CRR. Since the scaling of $S_w$ affects the regularization number selection, we scale $S_w$ so that its trace is equal to the data dimension in our experiments.

Note that the naive implementation of each LDA method repeats the training $n$ times, requires $O(n^3)$ computations and thus is much more expensive computationally. It should also note that the cross-validation errors of CRR is an approximate estimate on the LDA cross-validation errors.

As shown in Section 2, the major task involved in the LOO errors estimation of CRR is the computation of $S_w^{-1}$ and $\tau_{w,h}$ in (23) and (24). Hence the computational complexity of choosing the LDA methods is cubic and is about three times of the sum of the computations corresponding to the training of the LDA methods.

5. Experimental results

In this section, we report the experimental results on Yale Face Database B (YaleB) [23,33] and CMU PIE [26,35] databases. The LDA algorithms are implemented in our PCA+CRR framework. To void numerical instability of matrix pseudo-inverse, we removed the null space of the data matrix so that $S_w$ is invertible when $\gamma = 0$. The associated class indicators are computed using the formula provided in Section 3 and these class indicators are data-dependent. Note that CRR is a tool to unify and optimize LDA methods and their parameters. The first experiment will test the effectiveness of using CRR LOO errors to choose the LDA methods and their parameters. The second experiment compares the optimal LDA method with other two popular linear projection methods Laplacianfaces (LPP) [36] and orthogonal Laplacianfaces (OLPP) [37]. Note that the subspace methods are used to extract the features in face recognition and nearest neighbor method is followed to identify the labels of the testing images in our experiments.
5.1. Experiment 1: The effectiveness of using CRR LOO errors to choose LDA methods and their parameters

In this experiment, in addition to test our algorithms, we also want to show LDA methods can work well for face recognition under complex viewing conditions (e.g. various poses and lighting conditions). We first conduct experiments on the original Yale Face database B [32] and the extended Yale Face Database B [33] which contain images of 10 and 28 human subjects, respectively, where each person has 576 images taken under nine poses and 64 illumination conditions (see Figs. 1–2 for an example of pose and lighting variations). We found that most of the excluded bad images in the studies [32,33,37] are identifiable after histogram equalization [38] and we include all the images from all 38 human subjects in our experiment. We manually find the positions of eyes and mouths for each person under each pose, and then align and crop all the images according to these positions. Then all the images are re-sized to $32 \times 32$ images and preprocessed by histogram equalization.

We will test the performance using all the 576 images of each person under nine poses and 64 lighting conditions. Since the variations of poses and lighting are very large, we cannot expect to achieve good performance by randomly select a small number of images from each person as training images. In order to achieve good performance with a small number of training images, we introduce a new concept critical viewing conditions. Consider the images of a person under a given set of viewing conditions (e.g. pose and lighting). We can use the clusters of these images to describe their structures. We find these cluster centers by applying the well-known affinity propagation method [39]. Each cluster center is a real image which corresponds to certain viewing conditions. We call these viewing conditions critical since they produce the cluster centers of the image set. Furthermore, we believe the critical viewing conditions are similar for different persons. So we propose to estimate the critical viewing conditions by using the images of a small number of people and apply them on others. The original Yale Face database B and the extended Yale Face Database B are ideal to test this idea since the images are taken under same viewing condition structure (nine poses, 64 lighting conditions) for each person. In our experiments, we use the images of 10 people in the original Yale B to estimate the critical viewing conditions. Latter we will show that good performance can be achieved using 35 critical viewing conditions and this demonstrate that the images of people do share similar critical viewing conditions. Our procedure is as follows: First, we choose 10 people in the original Yale B database to understand the critical configurations for varying pose and lighting conditions. We do this by applying affinity propagation clustering [39] and find a universal configuration of 35 cluster centers of the total 576 images for each person. (The 35 cluster-central images from one subject are shown in Fig. 3). These 35 cluster centers represent 35 critical viewing conditions among nine poses and 64 lighting conditions. We consider these 35 critical viewing conditions are universal for each person in the full Yale B database. Next, for each subject, we take the 35 images associated with these 35 critical viewing conditions as training images to train the classifiers. Finally, we compare the distances of the test images to all the training images, identify them using the nearest neighbor method and then compute the test error rate. The classifier is trained on $38 \times 35$ images and the test is conducted on the remaining $38 \times (576-35)$ images.

5.1.1. Dimensionality selection in PCA for Fisherface

In Fisherface, PCA is used to preprocess the data so that the within-class variance matrix is nonsingular. One can simply choose the dimension to be $(m-1)$ less than the number of training patterns and the nonsingularity requirement will be satisfied in most cases. However, our experiments demonstrate that this may not be the optimal choice.

Fig. 4 compares the LOO error rates and the error rates on the testing images. Note that the LOO errors are computed based only on the 35 training images from each person while the test error rate is the error rate of the left 541 images for each person. One can see that they fit quite well. The minimal LOO error rate and the error rate on testing images are achieved at dimension 300. It shows the effectiveness of choosing optimal dimension by comparing LOO errors.

With the selected dimension (300) by comparing LOO errors, Fisherface achieves a low error rate 4.43% which is much lower than 21%, the error rate of Fisherface without PCA (which is actually the classical LDA without any preprocessing and regularization).

It is surprising that the optimal performance of Fisherface is achieved with a significantly reduced dimension in the PCA stage.

5.1.2. Regularization number and dimensionality selection in RLDA

For regularization numbers, we applied a transform $\lambda = 1/(1 + \gamma)$ so that the range of $\lambda$ is $[0,1]$ is finite. Note that $\lambda = 1$ when $\gamma = 0$. Fig. 5 compares the LOO and test error rates under varying regularized number and varying projection dimensions. The LOO and test errors are highly related. By minimizing the LOO errors, we found $\lambda = 0.96$. The performance of optimized RLDA (OptRLDA) and optimized Fisherface (OptFisher) are reported in Table 1 with a comparison to other LDA variants, which clearly demonstrate the advantages of OptRLDA and OptFisher. The LOO error rate of OptRLDA is much smaller than those of other variants and it shows LOO error rates can also be used to select the variants.

Table 2 shows the performances of the optimal CRR with class indicators derived from LDA/QR, D-LDA,LDA/GSVD and NLDA. Comparing with the performance of LDA/QR, D-LDA,LDA/GSVD and NLDA in Table 1, the performances have been improved significantly by properly optimizing the regularization numbers. Hence, from the perspective of CRR, the bad performances of LDA/GSVD and NLDA are due to no regularization ($\gamma = 0$) while the bad performances of LDA/QR and D-LDA are due to over regularization ($\gamma = +\infty$).
5.1.3. Experimental results on CMU-PIE

The CMU PIE face database contains 68 individuals with 41,368 face images as a whole. The face images were captured by 13 synchronized cameras and 21 flashes, under varying pose, illumination and expression. We used the cropped data used in [37]. This dataset includes five near frontal poses (C05, C07, C09, C27, C29) and each individual has 170 images except for one person. We exclude the person who has less number of images and use the images of all the other 67 individuals. The procedure is similar to the experiments on Yale B. We first use the images of 10 people to find 20 critical viewing conditions, and then use the 20 × 67 images corresponding to the critical viewing conditions as the training examples. The test performance is evaluated on the other 150 × 67 images.

The performance of optimized RLDA (OptRLDA) and optimized Fisherface (OptFisher) are reported in Table 3 with a comparison to other LDA variants, which demonstrate the advantages of OptRLDA and OptFisher, similar to the results on Yale B database. By using LOO errors to choose the optimal regularization number for the CRRs with class indicators derived from LDA/QR, D-LDA, LDA/GSVD and NLDA, the performances are also improved significantly as shown in Table 4.

5.2. Experiment 2: Performance comparison to Laplacianfaces (LPP), orthogonal Laplacianfaces (OLPP) and marginal Fisher analysis (MFA)

In this experiment, we compare the performance of the optimal RLDA (OptRLDA) and optimal Fisherface (OptFisher) to Laplacianfaces (LPP), orthogonal Laplacianfaces (OLPP) and marginal Fisher analysis (MFA) [40]. For a fair comparison, we adopt the same procedure as that in the study by [37]. A random subset with \( l = 5, 10, 20, 30 \) images per individual was taken with labels to form the training set, and the rest of the database was used as the testing set. For each given \( l \), we average the results over 50 random splits and we used the same splits and the same matlab data files which were used in [37]. The regularization parameter \( \lambda \) in RLDA and PCA dimension in Fisherface are selected based on leave-one-out errors of the training images in the first five splits. For the parameters selection of MFA, grid search was used to minimize the average test errors on the first five splits.

The performances are shown in Tables 5 and 6. The performances for Laplacianfaces (LPP) and orthogonal Laplacianfaces (OLPP) are taken from [37] for CMU PIE database and from http://ews.uiuc.edu/dengcai2/Data/data.html for the Extended Yale Face Database B. The numbers in the brackets are the projection dimensions. The best performances are shown in bold.
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numbers. Overall, OptRLDA performs best and it achieves the best performances in three out of four cases for CMU-PIE database and two out of four cases for Yale B database. The second best is MFA which achieves the best performance in the cases of 5 Train and 10 Train for Yale B database and its performances on other cases are also fairly good. OLPP also performs quite good in all the four cases and much better than LPP, which shows that orthogonal constraint on the project matrix improves performance. However, training OLPP is much more expensive than the other four methods.

In the cases of 5 Train and 10 Train, OptRLDA and OptFisher perform worse than MFA and OLPP. This is because RLDA and Fisherface are closely related to the class means' estimation which is not very reliable when the training size is too small.

Note also that the parameters of LPP, OLPP and MFA are selected based on the test performances while the parameters of OptFisher and OptRLDA are selected based only on the training images. The performances of OptRLDA and OptFisher can be better if we choose the parameters based on the testing performances. However, in practice, one needs to find the parameters based only on the training images and it is important to find efficient algorithms to evaluate the cross-validation errors for OLPP, LPP and MFA.

5.3. Remarks

The experimental results on Yale B and CMU PIE demonstrate that face recognition under varying lighting and pose can be achieved with very low error rate by using RLDA. However, in the training procedure, we need images under the critical viewing conditions. In case these images are not available, one may apply face synthesis techniques [41] to generate these images.

As shown in Tables 1–4, proper regularization can significantly improve performance. This may be due to the relation between regularization and robustness against model uncertainties. Recently, the relation between regularization and robustness against model uncertainty has been found for support vector machines [42]. It is interesting to investigate the relation between regularization and robustness in CRR.

The class indicators derived from the LDA variants may be applied to ridge regression [1] and discriminatively regularized least squares classification [43], and these new class indicators may provide useful alternative representations to the widely used class indicator.
6. Conclusions

In this paper we have proposed a new ridge regression framework, called constrained ridge regression (CRR) and an efficient cross-validation algorithm to optimize the hyper-parameters in CRR. The proposed algorithms can be used to unify the various LDA methods and to choose the best amongst them. Experimental results demonstrate that the regularization of LDA and optimizing PCA in Fisherface can significantly improve performance in face recognition. The CRR is very flexible for designing the class indicators and it has further potential by designing new types of class indicators. The design of class indicators to optimize the CRR performance is a research problem which needs further investigation.

Appendix A. Proof of Theorem 1

Proof. Since we require \( \mathbf{G}^T \tilde{\mathbf{C}} = \mathbf{L} \) in (12), the necessity of \( \text{span}(\mathbf{L}^T) \subseteq \text{span}(\tilde{\mathbf{C}}) \) is obvious. Now we prove (14). The main idea of this proof is as follows: we use the positive definite property of \( \mathbf{S}^{-1} \) to transform the constrained optimization problem (12) to be a minimum norm solution problem of linear equations.

Since \( \mathbf{S} \) is positive definite, there is a nonsingular \( \mathbf{H} \) such that \( \mathbf{S} = \mathbf{H}^T \mathbf{H} \). Denote \( \tilde{\mathbf{G}} = \mathbf{H}^T \mathbf{G} \). Then the minimization problem becomes

\[
\min \quad \mathbf{J}(\tilde{\mathbf{G}}) = \text{tr}(\mathbf{G}^T \mathbf{C} \tilde{\mathbf{G}})
\]

s.t. \( \mathbf{G}^T \mathbf{H}^{-1} \tilde{\mathbf{G}} = \mathbf{L} \). (47)
Now we simplify the constraint. Let \( \hat{C} = U_c \Sigma_c V_c^T \) be its singular value decomposition and \( r_c = \text{rank}(\hat{C}) \). Then the class indicator matrix satisfies

\[
L = M^T V_c^T, \quad \text{for some } M \in \mathbb{R}^{g \times r_c}
\]

(48)

and therefore (47) becomes

\[
\min \{ \hat{g}^T H^{-1} U_c \Sigma_c = M^T \}
\]

(49)

That is, \( \hat{g} \) is the minimum norm solution of the equation

\[
\hat{g}^T H^{-1} U_c \Sigma_c = M^T.
\]

Let \( X = H^{-1} U_c \Sigma_c \) and \( \mathcal{X} \) be a basis matrix of the null space of \( \text{span}(X) \). Since \( [X, \mathcal{X}] \) is nonsingular, the solution of \( \hat{g}^T X = M^T \) can be described as

\[
\hat{g} = XP + \mathcal{X}Q
\]

for some matrices \( P \) and \( Q \). Substituting \( \hat{g} = XP + \mathcal{X}Q \) into \( \hat{C}^T \mathcal{X} = M^T \), we have

\[
\hat{g} = H^{-1} U_c \Sigma_c P
\]

\[
= H^{-1} U_c \left( \Sigma_c U_c^T \Sigma_c^{-1} U_c \Sigma_c^{-1} \right) M
\]

(50)

and therefore

\[
G = H^{-1} \hat{C}
\]

\[
= H^{-1} H^{-1} U_c \left( \Sigma_c U_c^T \Sigma_c^{-1} U_c \Sigma_c^{-1} \right) M
\]

\[
= S_c^{-1} U_c \left( \Sigma_c U_c^T \Sigma_c^{-1} U_c \Sigma_c^{-1} \right) M
\]

\[
= S_c^{-1} \left( U_c^T \Sigma_c^{-1} \left( \Sigma_c U_c^T \Sigma_c^{-1} \right) \right) S_c^{-1} M
\]

\[
= S_c^{-1} \left( U_c^T \Sigma_c^{-1} \right) S_c^{-1} M
\]

(51)

Thus Theorem 1 is proved. □
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