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Abstract 

Can recent failures to replicate psychological research be explained by typical magnitudes of 
statistical power, bias or heterogeneity? A large survey of 12,065 estimated effect sizes from 200 
meta-analyses and nearly 8,000 papers is used to assess these key dimensions of replicability. First, 
our survey finds that psychological research is, on average, afflicted with low statistical power. 
The median of median power across these 200 areas of research is about 36%, and only about 8% 
of studies have adequate power (using Cohen’s 80% convention).  Second, the median proportion 
of the observed variation among reported effect sizes attributed to heterogeneity is 74% (I2). 
Heterogeneity of this magnitude makes it unlikely that the typical psychological study can be 
closely replicated when replication is defined as study-level null hypothesis significance testing. 
Third, the good news is that we find only a small amount of average residual reporting bias, 
allaying some of the often expressed concerns about the reach of publication bias and questionable 
research practices. Nonetheless, the low power and high heterogeneity that our survey finds fully 
explain recent difficulties to replicate highly-regarded psychological studies and reveal challenges 
for scientific progress in psychology.  

Key words: power, bias, heterogeneity, meta-analysis, replicability, psychological research 

 

 

 

 
1Hendrix College, Conway, AR 72032. 
2Department of Neuroscience, University of Minnesota, Minneapolis, MN 55455. 
3Department of Economics and Alfred Deakin Institute for Citizenship and Globalisation, Deakin 

University, Burwood VIC 3125, Australia. 

*Correspondence to: T.D. Stanley (stanley@hendrix.edu) 

mailto:stanley@hendrix.edu


POWER, BIAS, AND HETEROGENEITY 
 

 

2 
 

Is psychology in crisis?  Recently, there have been highly publicized failures to replicate seemingly 

well-established psychological phenomena—that is, studies designed to be identical do not 

produce statistically significant results in the same direction as the original work (e.g., Open 

Science Collaboration, 2015).1 These failed replications are especially problematic because many 

regard replication as the “hallmark of science” (Popper, 1959).  The most pessimistic interpretation 

of these findings is that such high rates of failed replication invalidate psychological science.  

Understandably then, these findings have received a large amount of attention and many authors 

have offered explanations for this difficulty in replicating research in psychology (e.g., Open 

Science Collaboration, 2015; Fabrigar & Wegener, 2016; Patil, Peng, & Leek, 2016; Schmidt & 

Oh, 2016). Despite the various opinions on the topic, the frequent practice of defining replication 

success in terms of null hypothesis significance testing means that three key dimensions—

statistical power, selective reporting bias,2 and between-study heterogeneity—are likely to play 

key roles.  Here, we survey these three aspects of psychological research across nearly 12,000 

studies from 200 areas (or subjects) of empirical research to help understand what is reasonable to 

expect from replication in psychology and what might be done to improve psychological science.  

 We calculate statistical power retrospectively using meta-analytic estimates of the ‘true’ 

effect—a term we use as shorthand to refer to the mean of the distribution of true effects. 

Specifically, we examine 200 previously published meta-analytic data sets and calculate two 

simple weighted averages of reported effect sizes plus one ‘bias-corrected’ estimate to serve as 

proxies for the relevant mean of the distribution of ‘true’ effects.  We find that: (1) only about one 

                                                
1See the websites http://curatescience.org/ and http://psychfiledrawer.org/ for growing lists of replications in 
psychology. 
2 We define “selective reporting bias” to be as broad as possible and to encompass more specific terms like: publication 
bias, the file drawer problem, and what is also called selection bias, selective reporting bias, p-hacking and 
questionable research practices.  See ‘Selective reporting bias’ section, below.  

http://curatescience.org/
http://psychfiledrawer.org/
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in eight studies is adequately powered (not surprising, given previous work on power in 

psychology:  Cohen, 1962; Cohen, 1977; Sedlmeier & Gigerenzer, 1989, Rossi, 1990; Maxwell, 

2004; Pashler & Wagenmakers, 2012; Fraley & Vazire, 2014; Tressoldi & Giofré, 2015); (2)  there 

is typically only a small amount of selective reporting bias; and (3) the variance among reported 

effects due to heterogeneity is nearly three times larger than the reported sampling variance. Such 

substantial heterogeneity implies that attempted replication studies will frequently and correctly 

produce a markedly different finding from the original study. Combine this issue with chronically 

low statistical power and some degree of selective reporting bias, and failures to replicate in 

psychology are inevitable. 

Our findings add further weight to the call for researchers in psychology to take statistical 

power seriously (Rossi, 1990; Maxwell, 2004; Pashler & Wagenmakers, 2012; Fraley & Vazire, 

2014; Tressoldi & Giofré, 2015) and to think carefully about the implications of heterogeneity for 

the planning and interpretations of replications (Klein et al., 2014; McShane & Böckenholt, 2016). 

Our results highlight that meaningful replication in psychological research will likely only be 

achieved through carefully planned, multi-site, pre-registered efforts.     

 

Reproducibility, replicability and generalizability 

Obviously, the findings of a specific study can be verified with different levels of rigor and 

generalizability.  We follow others in distinguishing among three related concepts concerning the 

generalizability and trustworthiness of research findings (Asendorpf et al., 2012; LeBel et al., 

2017). A study may be considered ‘reproducible’ if other researchers are able to produce the exact 

same results using the same data and statistical analyses.  Reproducibility is the reason that many 

researchers make their data and codes freely available to others. Reproducibility is narrower than 
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replicability, but it helps to identify and remove some errors from our scientific knowledge. 

Reproducibility is critical if results from experimental science are to be believed.  

Replicability means that a previous finding will be obtained in a new random sample 

“drawn from a multidimensional space that captures the most important facets of the research 

design” (Asendorpf et al., 2012, p. 5).  A successful replication occurs when the differences in 

results are insubstantial. Critically, replicability requires that the replication study does in fact 

capture the important facets of the original study’s design. A replication is typically defined as an 

exact replication if it is thought to capture all of these critical facets and as a conceptual replication 

if these components are only similar but not quite ‘exact.’ For example, if the latent construct being 

measured by the dependent variable in both the original and the replication study is the same, but 

its operationalization is notably different, the subsequent study would be considered a conceptual 

replication. Historically, researchers in psychology have tended to publish more conceptual 

replications than exact replications. For example, Makel et al. (2012) found that 81.9% of all 

replications are conceptual replications from of a random sample of 342 replications published 

between 1946 and 2012.   

Generalizability requires further that subsequent findings are independent of unmeasured 

factors (e.g., age, gender, culture) in the original study. For example, we would not label a finding 

as generalizable if it is only replicable in studies conducted in English with samples of US college 

students. If our goal is to gain an understanding of human psychology in general, then any result 

that only exists under a very narrow set of conditions is likely to be of little practical importance.   

Generalizability is critical to the discussion of replicability because contextual sensitivity 

(i.e., results are influenced by “hidden moderators”) can make a replication falsely appear 

unsuccessful (Van Bavel et al., 2016). If a replication produces a different finding from the original 
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study because the effect is contextually sensitive, it need not be a “failure,” but instead, the effect 

may not generalizable to the replication study’s context.  For example, if a replication study is 

conducted online rather than in the laboratory as the original study was, this operational choice 

might produce a substantially different result. However, effects that can only be reproduced in the 

laboratory or under only very specific and contextual sensitive conditions may ultimately be of 

little genuine scientific interest.   

Statistically, one expects that the variation between an original finding and an exact 

replication will only be due to unsystematic sampling error. In contrast, if the context of an original 

finding is not fully captured by the replication attempt, or if the replication attempt is a conceptual 

replication, then variation between the original finding and the replication might be due to both 

between-study heterogeneity and random sampling error. error. Below, we argue that large 

between-study heterogeneity is one of the main sources for the observed difficulty in replicating 

psychological studies.    

The foregoing discussion of replicability does not provide a specific definition of 

replication success, although many have been proposed. For example, the Open Science 

Collaboration (2015) compared the results of their 100 replication studies directly to the results of 

the original studies using three quantitative definitions of success.3 A success was claimed when: 

(1) the replication results matched the original results in both effect direction and statistical 

significance (using the conventional α=0.05); (2) the effect size estimate provided by the original 

study was within the 95% confidence interval of the estimate from the replication study; or (3) a 

meta-analytic estimate based on both the original and replication results was distinguishable from 

                                                
3 The Open Science Collaboration (2015) also examined the size of the replication effects relative to the original 
findings and the replicating research team’s subjective assessment of replication success. 
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zero. Other researchers have suggested further ways of assessing replications (e.g., Braver, 

Thoemmes, & Rosenthal, 2014; Patil, Peng, & Leek, 2016).  

Although our analysis does not depend on any specific definition of successful replication, 

following the Open Science Collaboration (2015), we believe that replication success must 

somehow involve the sign and significance of the reported effect size.  We prefer to view 

replication as related to the sign and practical significance of the reported effect size, rather than 

its statistical significance. Below, we will discuss successful replication from both perspectives.  

However, from the reactions to the Open Science Collaboration (2015), replication success is most 

often viewed as the duplication the original effect’s direction and statistical significance.  This 

view of ‘replication success’ is found in the popular press (Patil & Leek, 2015), in Science 

(Bohannon, 2015) and Nature (Baker, 2015), and many subsequent scientific articles (e.g., Dreber 

et al., 2015; Lindsay, 2015; van Bavel, Mende-Siedlecki, Brady, & Reinero, 2016).   

For any definition of replication success that involves both direction and significance 

(whether practical or statistical), there are three governing factors for a successful replication: 

statistical power, bias, and between-study heterogeneity. In the following sections, we describe 

how each of these relates to the replicability of a finding. We then analyse a set of 200 previously 

published meta-analyses to provide estimates of statistical power, bias, and heterogeneity, and 

discuss what these estimates imply for what one should expect when conducting replication in 

psychology. 
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Statistical Power 

Statistical power is the probability of finding statistically significant result if the effect in 

question is truly non-zero (i.e., a ‘correct rejection’ of the null hypothesis). A study is adequately 

powered if it has a high probability of finding an effect when one exists, and since Cohen (1965), 

adequate power has been widely accepted to be 80%.4  Psychological professional organizations 

and journals have formally recognized the importance of statistical power.  For example, the APA 

Manual states: “When applying inferential statistics, take seriously the statistical power 

considerations associated with your tests of hypotheses. . . . [Y]ou should routinely provide 

evidence that your study has sufficient power to detect effects of substantive interest (e.g., see 

Cohen, 1988)” (APA, 2010, p.30). According to the Psychonomic Society: “Studies with low 

statistical power produce inherently ambiguous results because they often fail to replicate. Thus it 

is highly desirable to have ample statistical power” (Psychonomic Society, 2012, p.1, emphasis 

added). Moreover, the past fifty years have seen many surveys and calls for greater use of 

prospective power calculations in psychology—that is, planning research so as to ensure adequate 

power to detect the effect of interest (e.g., Cohen, 1962; Cohen, 1977; Sedlmeier & Gigerenzer, 

1989, Rossi, 1990; Maxwell, 2004; Pashler & Wagenmakers, 2012; Fraley & Vazire 2014; 

Tressoldi & Giofré, 2015). In spite of such statements and frequent admonitions to increase power, 

prospective power calculations remain quite rare (Tressoldi & Giofré, 2015).  

When successful replication is seen as being statistical significant in the same direction, 

low power will frequently cause replication failures.  First, if a replication attempt itself has low 

                                                
4 At this conventional 80% level, the likelihood of a Type II error (or a ‘false negative’) is four times the conventional 
.05 probability of a Type I error (or a ‘false positive’). To some, a 20% Type II error is still too high (Schmidt & 
Hunter, 2015). For a given application, statisticians have long realized that researchers should adjust their tests and 
thereby the Type I and Type II errors to account for the relative costs of these two errors—see, for example, Ioannidis 
et al. (2013).  However, the information needed to do so properly is usually beyond the researchers’ knowledge.   
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power, then by definition it will not be likely to succeed because it has a low probability of reaching 

statistical significance. Second, original studies with insufficient power will tend to be 

overestimated to obtain statistical significance (Open Science Collaboration, 2015). As a result, 

planned replications that use prospective power calculations (based on inflated effect size 

estimates) are likely to underestimate the required sample size and thereby be insufficiently 

powered. That is, low power begets low power.  Third, if the original study has low power, the 

post-study odds of a statistically significant finding reflecting a true effect can be quite low 

(Ioannidis, 2005b).  That is, a basic consideration of Bayes formula proves that if the original study 

had low power, then a statistically significant finding will not make it likely that there is a genuine 

nonzero effect (Ioannidis, 2005b).  In this case, a replication should “fail” because the true effect 

is zero or nearly so.   

Statistical power is determined by sample size, desired significance level, α, and the 

magnitude of the ‘true’ effect investigated. The first two quantities are widely known, whereas the 

magnitude of the ‘true’ effect must be estimated. This raises the obvious question: How can 

researchers know the effect size when research is conducted for the very purpose of estimating this 

effect size? One option is to calculate post hoc power using the reported effect size(s)—that is, 

using the result of a study’s test of an effect to calculate the power of that test. Critically, post hoc 

calculations are circular and tell us little beyond these studies’ reported p-values (Hoenig & 

Heisey, 2001; Yuan & Maxwell, 2005; Fraley & Vazire, 2014). This post hoc circularity is 

especially pernicious if statistically significant estimates are preferentially reported (i.e., ‘selective 

reporting bias’, discussed below). “Small-N studies that actually produce significant results tend 

to report larger effect sizes than comparable large-N studies, thereby biasing their observed (post 

hoc) power estimates upwards” (Fraley & Vazire, 2014, p. 6, parentheses added).   
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A better option is to calculate hypothetical power on the basis of arbitrarily-defined, but 

widely used, small, medium or large effect sizes.  Such hypothetical power has been the preferred 

approach employed in several previous surveys of psychology, which have shown that the typical 

power to detect a medium effect in psychological research is inadequate; see Maxwell (2004, p. 

148) and his citations to past power surveys.  For example, two classic power surveys found that 

the average power to detect a correlation of 0.2 to be quite low: 14% (Cohen, 1962) or 17% 

(Sedlmeier & Gigerenzer, 1989), but a more recent and slightly encouraging survey of social 

psychology and personality journals finds that this power to detect a correlation of 0.2 has at least 

doubled, though it remains inadequate and typically less than 50% (Fraley & Vazire, 2014).   

A third and, we think, more useful option is to calculate power retrospectively using an 

estimate of the effect calculated from a meta-analysis.  This has been done previously for at least 

two different fields. Button et al. (2013) reviewed 730 studies from 49 meta-analyses in 

neuroscience and found that the average retrospective power was 21%, and Ioannidis, Stanley, & 

Doucouliagos (2017) found that, typically, only 10.5% of economic studies have adequate power.    

Our survey calculates exactly this kind of retrospective power, because doing so has the advantage 

of using a meta-analysis and thus the entire relevant research record to assess power.  The potential 

vicious circle of calculating power is further broken when the chosen meta-analysis methods are 

resilient to selective reporting bias, which is the topic to which we now turn.     

 

Selective reporting bias 

 The second research dimension that we survey is bias. Here, we use the term ‘selective 

reporting bias’ to refer collectively to situations in which the significance and magnitude of a 

study’s results have been exaggerated by choices in data collection, analysis, or reporting. Thus, 
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our use of ‘selective reporting bias’ encompasses more specific terms such as: the file drawer 

problem, publication bias, reporting bias, p-hacking and questionable research practices (Scargle, 

2000; Simmons, Nelson, & Simonsohn, 2011; John, Lowenstein, & Prelec, 2012; Stanley and 

Doucouliagos, 2012; Stanley and Doucouliagos, 2014; Simonsohn, Nelson, & Simmons, 2014; 

Wicherts, et al., 2016). Here, we are only concerned about the aggregate effects that these various 

research practices might have on the research record, rather than the details of their specific 

pathways.  Regardless of whether statistically insignificant findings are suppressed (traditionally 

called ‘publication bias’ or the ‘file drawer problem’), only some selected outcome measures or 

comparisons are reported or whether any of a number of other questionable research practices are 

employed, the net effects on the research record are largely the same—an exaggeration of the size 

and significance of reported effects.  

  These biases are distinct from outright scientific fraud in that it is almost certainly 

motivated by researchers’ desires to “go where the data lead”, or by reviewers’ and editors’ 

motivations to use limited journal space for findings that move the field forward.  However, even 

well-meaning motivations can undermine the validity of research findings, potentially producing 

convincing evidence of a psychological effect that does not exists. Selective reporting biases can 

cause problems for replicability, because replications may be doomed from the start if the original 

reported finding is spurious or grossly inflated. For this reason, understanding the degree of bias 

in psychology is important when assessing the credibility of research or when planning 

replications.  

 Selective reporting bias or publication bias, as it is usually called, is said to occur if the 

dissemination of findings depends on the specifics of those findings. For example, findings with 

statistically significant p-values or theory-consistent findings are more likely to be published, 
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reported and promoted than other findings. As a result, any review of a literature (including meta-

analysis) will tend to overestimate the evidence for an effect because such positive findings will 

be overrepresented in the observed sample of reported findings.  

It seems quite clear that selective reporting or publication bias exists in psychology, though 

it is difficult to estimate its true prevalence. For example, several reviews have found that the 

number of statistically significant results reported in psychology is larger than what should be 

expected given the level of statistical power (e.g., Sterling, 1959; Sterling, Rosenbaum, & 

Weinkam, 1995; Fanelli, 2010). In particular, Bakker, van Dijk, & Wicherts (2012) reviewed 13 

meta-analyses in psychology and identify evidence consistent with publication bias in seven. 

Kühberger, Fritz, & Scherndl (2014) investigate a random sample of 500 studies published in 2007 

and found several statistical indicators of publication bias, including a persistent correlation 

between sample size and effect size.  Quite recently, Fanelli, Costas, and Ioannidis (2017) 

corroborate the prevalence of a correlation between sample size and effect size among 430 meta-

analyses from psychology and psychiatry. 

An inverse correlation between the magnitude of the effect size and sample size would be 

expected when there is selective reporting for statistical significance.  If there is a tendency for 

some researchers to selectively report statistically significant findings, then greater efforts will be 

required by those researchers who have only small samples to work with.  Because small samples 

produce larger standard errors, correspondingly larger effects must be found to overcome these 

large standard errors and obtain statistical significance.  With the benefit of larger samples, it is 

likely that the first small effect found will automatically be statistically significant.  When they are 

not, researchers who wish to report statistically significant findings will require much less 

manipulation because even small effects (or biases) will be statistical significant when there are 
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large samples.  Thus, this often-observed, inverse correlation between sample size and reported 

effect size is an implication and, therefore, a confirmation of the tendency by some researchers to 

selectively report statistical significant findings.5    

And yet, still more direct evidence of publication bias has been found in psychology. When 

data on the intended research protocol is available, Franco, Malhotra, & Simonovits (2015) find 

that published effects have a median p-value of .02, compared to the median unreported p-value 

of 0.35, suggesting that statistically significant findings are selectively reported.  

 Recently, much attention has been given to selective reporting through the use of 

undisclosed, flexible approaches to data collection and analysis, often called p-hacking or 

questionable research practices (Simmons, Nelson, & Simonsohn, 2011; John, Lowenstein, & 

Prelec, 2012; Wicherts, et al., 2016). Examples of these behaviors include analyzing data as it is 

collected and stopping data collection once a desired result has been achieved, deciding whether 

to exclude outliers, investigating experimental conditions or moderators on the basis of the results, 

and reporting one’s exploratory findings as if they were the result of confirmatory research (see 

                                                
5 In contrast, some have suggested that small-sample studies are somehow better, more able to find big effects. But is 
it plausible to believe that small-sample psychological studies are typically conducted with more care or at a higher 
level of quality than large-sample studies? We think not.  First, we know that small-sample studies are less able to 
distinguish effects from background by the very definition of statistical power. Second, it is unlikely that researchers 
with small samples have first conducted prospective power calculations. Past surveys have found that very few studies 
(3-5%) choose their sample sizes on the basis of power calculations (Tressoldi and Giofré, 2015).  Yet such prospective 
power calculations with an associated 80% power level are required by the APA manual and have been accepted as 
critical in the field for decades.  Third, even if these small-sample researchers believe that there are large effects to be 
found in their area of research, they know that whatever they find (large or small) will be unreliable and “buzzing with 
confusion” (Maxwell, 2004, p.161).  Thus, by widely known standards of psychological research, those who use small 
samples know that they are conducting low-quality, less-rigorous research.  Fourth, in contrast, large labs and research 
programs tend to conduct larger studies, ceteris paribus, and they also have more resources to better design their 
instruments and more carefully execute their protocols. Consider, for example, large replications efforts such as the 
Open Science Collaboration (2015) and (Hagger et al., 2016) where the care and execution of experiments are 
demonstrably of higher quality and their sample sizes are larger.  However, nothing in this paper assumes that larger 
studies are in any way better than smaller studies, other than their demonstrably higher power.   Nor, does our concern 
that small-sample studies tend to exhibit larger bias depend on small-sample studies being somehow of a lower quality 
(aside from statistical power).  Nonetheless, if some researchers have a preference for statistically significant results, 
this alone will cause the inverse correlation between sample size and reported effect size that has often been observed. 
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Wicherts, et al. 2016 for a comprehensive list). Like publication bias, it is extremely difficult to 

determine the prevalence of such behaviors, but several findings are of note. For example, John, 

Loewenstein, & Prelec (2012) surveyed 2,000 researchers in psychology using a questionnaire-

based approach designed to correct for social desirability and found that the use of questionable 

research practices may represent the norm (but see Fiedler & Schwarz, 2016). Additionally, LeBel 

et al. (2013) created an online database, PsychDisclosure.org, which allows authors to disclose 

whether their published articles include all the methodological details that went into the work. 

They found that of the authors who participated, 11.2% had not fully reported all excluded 

observations, 11.8% had not reported all experimental conditions, 45.3% had not reported all 

measures that had been collected, and 88.8% had not reported their data collection strategy. Franco, 

Malhotra, & Simonovits (2015) compared recorded research intentions to the associated published 

results and found that about 70% of studies did not disclose every outcome measured and 40% did 

not disclose every experimental condition tested. Moreover, there is evidence indicating that 

researchers rely on intuitions about data collection and that low statistical power can further lead 

to practices which inflate their findings through bias (Erica et al., 2014; Bakker et al., 2016).  For 

the purposes of our survey, the source or exact methods of selective reporting for statistical 

significance is immaterial.  We merely wish to document any evidence of an overall tendency to 

exaggerate psychological effects should it exist.   

 
Heterogeneity 

The third governing factor for a successful replication is low heterogeneity.  As mentioned 

above, heterogeneity refers to variance in the reported findings that results from there being no 

single ‘true’ effect size.  Rather, there is a distribution of ‘true’ effects. To compare heterogeneity 
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from one area (or subject) of research to another and from one measure of empirical effect size to 

another, systematic reviewers often compute I2 (Higgins and Thompson, 2002, pp.1546-7). I2 is 

the proportion (or percentage) of observed variation among reported effect sizes that cannot be 

explained by the calculated standard errors associated with these reported effect sizes.  It is a 

relative measure of the variance among reported effects that is due to differences between, for 

example, studies’ experimental methods, measures, population, cohorts and statistical methods, 

relative to the total variance found among the reported effects.  

For most researchers, I2 provides an easy to understand, descriptive summary, much like 

R2 in regression analysis. However, because I2 is a relative measure of heterogeneity, its magnitude 

can be misleading.  If I2 is high (for example, 0.9 or 90%) but all studies have large samples and 

high power, heterogeneity in terms of effect sizes might still be low with little practical 

consequence.  However, even a small I2 can have considerable practical consequence for topics of 

psychological research that are dominated by small samples and low power, which has often been 

found to be typical in psychology (e.g., Cohen, 1962; Cohen, 1977; Sedlmeier & Gigerenzer, 1989, 

Rossi, 1990; Maxwell, 2004; Pashler & Wagenmakers, 2012; Button et al., 2013; Fraley & Vazire 

2014). Because we collect information on the random sampling variance on all of these 12,065 

estimated effect sizes, we can also calculate heterogeneity in terms of standardized mean 

differences or correlations to assess the practical consequences of the heterogeneity that our survey 

finds.   

Importantly, considerable heterogeneity has been found even in carefully conducted exact 

replications in psychology—those designed to minimize differences between the original study 

design and the replication. For example, two massive efforts using pre-registered protocols in 

which different teams of researchers ran the same study as closely as possible uncovered 
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statistically significant amounts of heterogeneity—I2 = 36% (Hagger et al., 2016) and 45% 

(Eerland et al. (2016). Furthermore, Klein et al. (2015) reported a large-scale effort to replicate 15 

findings across 36 different sites that intentionally differed in a variety of characteristics (e.g., 

studies completed online or in the laboratory, samples from the United States or elsewhere). Not 

surprisingly, they found significant amounts of heterogeneity in eight of the 16 effects that were 

replicated (I2 = 23% to 91%); however, a comparison of the intra-class correlation among effects 

to the intra-class correlation among sites found that very little of this heterogeneity in effect sizes 

was accounted for by differences in the sites, suggesting that heterogeneity was genuinely a 

characteristic of the phenomena being studied.  Of course, heterogeneity would be expected to be 

higher when replications are ‘conceptual’ (i.e., those making little attempt to duplicate all of the 

relevant design characteristics of the original study) or when ‘hidden moderators’ influence 

research outcomes.   

In the face of large heterogeneity, replicability will be severely compromised. For example, 

suppose that the true mean correlation is 0.2, which is roughly consistent with what past surveys 

in psychology have found (Richard et al., 2003), and that the standard deviation in the distribution 

of true effects due to heterogeneity is approximately the same size.6  Then, the probability that a 

replication will correctly return a medium-to-large true effect (r > 0.3) or a negative or negligible 

true effect (r < 0.1) is 62%.  In other words, if an original study measures an effect that is influenced 

by notable heterogeneity, a replication attempt of that study can appear to have failed when, in 

fact, both accurately measure different true effects. With high heterogeneity, the psychological 

                                                
6 These magnitudes are roughly consistent with what our survey finds to be typical among recent Psychological 
Bulletin meta-analyses.    
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effect in question is itself too variable or context sensitive, regardless of bias or sample size, to be 

successively replicated frequently.  

 

Methods 

Data collection 

To assess power, bias, and heterogeneity in psychological research, we require both effect 

sizes and their standard errors over a wide range of psychological studies.  Since only past meta-

analyses are likely to have collected the requisite information to calculate power, and because 

Psychological Bulletin is the premier journal for meta-analysis in psychology, we use it to define 

our sampling frame. We took a convenience sample of the 200 most recently published meta-

analyses (as of June 1, 2016) for which we could acquire the necessary statistics. Thus, our unit of 

analysis is a meta-analysis and all of dozens of the individual estimates therein.  To the extent that 

Psychology Bulletin meta-analyses are representative of the population of empirical psychology, 

our findings will also be representative of psychological research.  However, as an anonymous 

referee points out, we can only be sure that our survey is representative of the research that the 

editors and reviewers of the Psychology Bulletin consider to be of top quality and relevant to 

psychology.  We focused on the most recent issues of the Psychological Bulletin, ending June 1, 

2016, because the topics covered in more recent issues are more likely to reflect contemporary 

psychological research interests.7 

Before our survey of 200 meta-analyses commenced, we posted a pre-analysis plan at Open 

Science Framework; June 1, 2016 (https://osf.io/4znzp/wiki/home/). In December of 2016, we 

                                                
7 As we discuss in greater detail below, the findings from our survey are also consistent with past surveys of 
psychological research.  Thus, these 200 meta-analyses are likely to be similarly representative as those past surveys.    

https://osf.io/4znzp/wiki/home/
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filed an amended pre-analysis plan to increase the number of meta-analyses surveyed from the 

originally planned 100 to 200, while keeping everything else the same. We made this adjustment 

to maintain a broad coverage across areas of research even though the typical meta-analysis paper 

published in Psychological Bulletin contains more than 3 separate meta-analyses. Our survey 

satisfies the Meta-Analysis Reporting Standards (MARS). 

 

Search strategies. As noted above, only meta-analysis published in Psychological Bulletin 

were considered. We manually searched all issues of Psychological Bulletin from 2011 to 2016, 

as detailed in Table B1.  We began with the June 2016 issue of Psychological Bulletin and worked 

backwards until we obtained the required statistics from 200 meta-analyses. When necessary, we 

contacted authors for their data. The data collection ended when 200 meta-analysis datasets with 

the needed information were gathered from 61 papers published between 2011 to 2016 in the 

Psychological Bulletin. These 61 papers are listed in Appendix A. During this period, there were 

115 meta-analysis papers published in Psychological Bulletin. Hence, we include meta-analyses 

from 53% of these papers.  

 

Inclusion and exclusion criteria. All the studies are in English. Studies were eligible for 

inclusion in our study if they provided data on the estimated effect sizes and their standard errors, 

either in the paper or in a supplement.  

We exclude four categories of meta-analyses. First, we exclude any meta-analysis that did 

not report both effect sizes and their standard errors. Consequently, we also exclude systematic 

reviews, as opposed to meta-analyses, because they typically do not fully report all effect sizes and 

their standard errors.  Second, to avoid double-counting, we exclude any meta-analysis from a 
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reply or comment to a published meta-analysis that was already part of our database. Third, we 

exclude a couple of meta-analyses that used partial eta squared as the effect size. Partial eta squared 

cannot be used in conventional power calculations, a central outcome of our survey, nor can they 

be converted and compared to other types of effect sizes (correlations and standardized mean 

differences) used in all of the other 200 meta-analyses. Fourth, we exclude any meta-analysis with 

fewer than 5 observations because all statistical calculations are unreliable when based on only a 

handful of measures.8  Appendix B presents the distribution of studies across the six-year period 

included in our sample. Our meta-analysis survey contains over 80% of the meta-analysis papers 

published in 2015 and 2016, as a larger proportion of more recent publications report the necessary 

data. 

 

Coding procedures. The data used in the survey were reported by authors of published meta-

analyses in Psychological Bulletin. This data was extracted by all three authors, all of whom are 

very experienced in data retrieval. There were no disputes in coding as we used the data supplied 

by authors themselves. No issues of study quality arose, as all the meta-analyses are published in 

Psychological Bulletin and have already undergone a rigorous review process. 

54% of the effect sizes in our sample are reported as correlations.  All of our calculations 

of power, heterogeneity and bias are made for each of the 200 meta-analyses in the meta-analysis’s 

originally reported measure of effect size. Hence, all summary calculations are independent of the 

type of effect size or of the transformation of one to the other.  However, for descriptive clarity 

and simplicity, meta-averages in terms of correlation are converted to standardized mean 

differences (Cohen’s d) to be comparable to the others. A minority of meta-analyses report 

                                                
8 This requirement removes only two meta-analyses.   



POWER, BIAS, AND HETEROGENEITY 
 

 

19 
 

Hedges’ g correction of standardized mean differences (SMD) for degrees of freedom. We make 

no conversion between Cohen’s d and Hedges’ g, because it does not make a practical difference 

to any of our calculations.  

To highlight the types of meta-analytic studies included in our survey and to discuss some 

of the issues that naturally arise, we use two of these 61 Psychological Bulletin papers: North and 

Fiske (2015), “Modern attitudes toward older adults in the aging world: A cross-cultural meta-

analysis” and Williams and Tiedens (2016), “The subtle suspension of backlash: A meta-analysis 

of penalties for women’s implicit and explicit dominance behavior.” Williams and Tiedens (2016) 

report six separate meta-analyses of ‘backlash’ to women’s dominance behavior, and all six are 

included in our survey of 200 meta-analyses.  Three of these meta-analyses concern the simple 

effect of gender from dominance behavior on likability, competence, and ‘downstream’ outcomes 

such as hireability.  The other three meta-analyses involve the interaction of gender and dominance 

on these same three types of outcome measures.  Williams and Tiedens (2016) include a mix of 

experimental and correlational studies but most (85%) are experimental.  Because all six separate 

meta-analyses are reported and discussed by Williams and Tiedens (2016), all six are included in 

our survey.  

In contrast, North and Fiske (2015) report only one meta-analysis of observational studies 

about East-West attitudes towards older adults.  North and Fiske (2015) combined quantitative 

outcomes involving attitude measures on: ageism, the aging process, perceived wisdom, warmth 

etc., as well as behavior-based measures from contact with older adults (p. 999).  Clearly, North 

and Fiske (2015) thought these different outcomes measures to be sufficiently similar or 

homogeneous to be compared and treated as the same phenomenon.  However, like most meta-
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analytic studies in psychology, North and Fiske (2015) also conduct a moderator analysis that 

investigated the effect of different outcomes measures among others.9     

It is important to note that we do not choose the level of aggregation of the meta-analyses 

that are included on our survey.  Rather, in all cases, we follow the professional judgement of 

experts in these specific areas of psychological research. In the example of gender and dominance 

research, Williams and Tiedens do not judge that the effects on likeability, competence and 

downstream outcomes to be sufficiently homogeneous to be analyzed together.  It seems sensible 

that any measure of likeability, for example, reflects the same phenomenon as any other measure 

of likeability when evaluating the effects of gender and dominance. Regardless, the judgment 

about where to draw the line is better made by those experts who have read, coded, summarized 

and analyzed the entire relevant research literature(s)—Williams and Tiedens in this case. 

Similarly, Williams and Tiedens (2016) consider interaction effects to be too different from the 

simple effects and from each other to be aggregated.  Because these are different psychological 

phenomenon containing non-overlapping effect sizes, we include these interaction studies as well. 

This issue is potentially important because the level of aggregation of the meta-analyses may have 

implications about how much heterogeneity is found.  The broader, more encompassing the level 

of aggregation, the higher one would expect heterogeneity to be.     

 

Meta-Estimates of ‘True Effect’  

To be both conservative and robust, we use three meta-estimators of ‘true’ effect because 

the meta-estimate that one chooses might, in some individual cases, make a practically notable 

                                                
9 Separate meta-analyses cannot be generally constructed for all reported moderator variables in these meta-analysis 
studies; thus, we do not include further subdivided moderator meta-analyses.  Often, meta-regression is used for 
moderator analysis, and only summary results are reported.  Even when separate moderator subsets are investigated, 
it is often the case that insufficient information is reported for us to make these separations.  
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difference in how a given area of research is characterized. We investigate three reasonable 

alternative proxies for ‘true’ effect drawn from all the reported results in a given research subject 

to be sure that our survey results are, in fact, robust to the chosen meta-method of estimating effect 

and also to potential selective reporting bias.   

To be clear, there is no perfect estimate of the ‘true’ effect size (or the mean of the 

distribution of true effect sizes) when some authors, reviewers, or editors preferentially select 

statistically significant effects (Stanley, 2017; Stanley, Doucouliagos, & Ioannidis, 2017).  With 

selective reporting bias (aka, publication bias, the file drawer problem, small-sample bias and p-

hacking), all meta-estimates are biased because the data from which they are calculated are 

themselves biased to an unknowable degree.  However, a series of statistical simulation studies 

have documented how some estimators are more biased than others when there is selective 

reporting bias (Stanley, 2008; Moreno et al., 2009; Stanley & Doucouliagos, 2014; Stanley & 

Doucouliagos, 2015; Stanley, Doucouliagos, & Ioannidis, 2017; Stanley, 2017).   

Conventional meta-analysis typically estimates true effects using either ‘fixed-effects’ 

(FE) or a ‘random-effects’ (RE) weighted average, or both (Hedges & Olkin, 1985; Cooper & 

Hedges, 1994; Stanley & Doucouliagos, 2015). The ‘fixed-effect’ weighted average employs 

optimal weights that are the same as those used by a recently proposed unrestricted weighted least 

squares (WLS) weighted average (Stanley & Doucouliagos, 2015). We prefer the unrestricted 

WLS version of the conventional fixed-effect meta-analysis for inferential purposes because the 

unrestricted WLS weighted average automatically accounts for heterogeneity when calculating 

confidence intervals or significance tests (Stanley & Doucouliagos, 2015).  This WLS estimator is 
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also consistently less biased than RE when there is selective reporting bias.10  The point estimates 

of WLS and FE must always be exactly the same; thus, using WLS is exactly equivalent to using 

FE in our survey.11  

Our second estimator exploits the importance of statistical power by over-weighting the 

most precise, largest studies. The weighted average of the adequately powered (WAAP) uses the 

same formulas as does WLS (or FE) but applies it only on those estimates found to be adequately 

powered relative to WLS as the proxy for true effect.  WAAP is more resilient to selective reporting 

biases because adequately powered studies are more reliable and require fewer questionable 

research practices to achieve statistical significance. Simulations show that WAAP is as good as 

random-effects when there are no selective reporting biases and dominates RE when there is 

selective reporting for statistical significance. When half of the reported experimental results have 

been selected for their statistical significance, WAAP consistently reduces bias, on average, by 

50% (Stanley, Doucouliagos, & Ioannidis, 2017). The weakness of WAAP is that it cannot be 

computed if there are no studies with adequate power, a condition found in 35% of the 200 areas 

of psychological research that comprise our survey. Thus, Stanley, Doucouliagos, & Ioannidis 

(2017) propose using WLS when WAAP cannot be computed, giving a WAAP-WLS weighted 

                                                
10 We have chosen not to use the ‘random-effects’ weighted average to assess power because RE is widely known to 
be more biased than FE and thereby WLS when there is selective reporting bias (Poole & Greenland, 1999; Sutton et 
al. 2000; Henmi & Copas, 2010; Stanley & Doucouliagos, 2014; Stanley & Doucouliagos, 2015, Stanley, 
Doucouliagos, & Ioannidis, 2017, Stanley, 2017). WLS and FE give less weight than RE to small-sample studies, 
where selective reporting is likely to be the most severe.  In the aggregate, giving more weight to the largest studies 
and less weight to small studies will reduce selective reporting bias if it is present and is statistically sensible even 
when it is not. Besides, WLS estimates remain practically as good as or better than conventional ‘random-effects’ 
meta-analysis when there is no selective reporting for statistical significance (Stanley & Doucouliagos, 2015; Stanley, 
Doucouliagos, & Ioannidis, 2017). 
11 For those readers who wish to know how to calculate WLS’s standard error or confidence interval please consult 
Stanley & Doucouliagos (2015) and Stanley, Doucouliagos, & Ioannidis (2017). However, any basic regression 
routine will automatically calculate our unrestricted WLS weighted average when one uses the standardized effect 
size (effect size divided by it standard error) as the dependent variable and precision (1/SE) as the independent variable 
with no intercept. Nothing else is needed.   
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average. In the below assessments of power and bias, WAAP-WLS is the second approach that we 

employ. WAAP-WLS has the added value of forcing meta-analysts to seriously consider and 

report the statistical powers found in their area of research.12   

WLS and WAAP-WLS passively moderate selective reporting bias.  In contrast, simple 

meta-regression models have been shown to reduce selective reporting bias more aggressively 

when it is present (Stanley, 2005; Stanley, 2008; Moreno et al., 2009; Stanley & Doucouliagos, 

2014; Stanley & Doucouliagos, 2015; Stanley & Doucouliagos, 2017; Stanley, Doucouliagos, & 

Ioannidis, 2017; Stanley, 2017). The precision-effect test-precision effect estimate with standard 

error (PET-PEESE) is a conditional estimate of average effect from simple WLS meta-regressions 

of each estimated effect size on its standard error (PET) or, alternatively, on its variance 

(PEESE)—Stanley & Doucouliagos (2014).  When only statistically significant positive results 

are reported, selective reporting bias is known to be equal to the reported estimate’s standard error 

times the inverse Mills’ ratio (Stanley & Doucouliagos, 2014, p. 61).  The inverse Mills’ ratio is a 

complex function of the true effect and the standard error, which Stanley and Doucouliagos (2014) 

approximate by a restricted polynomial function of the standard error (PEESE). When the true 

effect is zero, it can also be shown mathematically that this complex function collapses to a linear 

relation with standard error, giving PET (Stanley & Doucouliagos, 2014). A series of statistical 

simulation studies documents how PET-PEESE often greatly reduces selective reporting bias and 

is preferable to conventional meta-analysis methods and to the ‘trim-and-fill’ publication bias 

correction algorithm (Stanley, 2008; Moreno et al., 2009; Stanley & Doucouliagos, 2014; Stanley 

& Doucouliagos, 2017; Stanley, Doucouliagos, & Ioannidis, 2017; Stanley, 2017). PET-PEESE 

provides a more aggressive approach to selective reporting bias than any simple weighted average, 

                                                
12 It is our belief that all meta-analyses should report typical power as one objective metric of research quality.  
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but it too has limitations, overcorrecting for publication bias in some cases (Stanley, 2017; Stanley, 

Doucouliagos, & Ioannidis, 2017; Stanley, 2017).13  

To recap, we calculate power and bias in a robust, yet conservative, manner by employing 

three proxies of ‘true’ average effect size: (1) the WLS unrestricted weighted average, with point 

estimates equivalent to the fixed-effect, (2) the weighted average of the adequately powered 

(WAAP-WLS), and (3) the PET-PEESE meta-regression reduction of selective reporting bias. 

Two of these approaches (WLS and WAAP-WLS) are quite ‘conservative’, in the sense that they 

are known to overestimate true effect if there is any type of selective reporting bias. ‘Conservative’ 

in this context means they give the benefit of doubt to the psychological research record as reported 

and are likely to overestimate psychological research’s power, on average. PET-PEESE, on the 

other hand, more aggressively attempts to identify and filter out selective reporting bias; thus, it is 

possible to underestimate true effect and thereby underestimate statistical power in some cases 

(Stanley, 2017). Because our survey is merely descriptive, we focus on the median powers across 

reported effect sizes, research topics, and also across these three estimation approaches to the 

average true effect size. The median of these three will thus be conservative and tend to 

overestimate the quality of psychological research.14 

 

Assessing adequate power 

                                                
13 We do not use Simonsohn, Nelson, & Simmons’s (2014) ‘p-curve’ correction for ‘p-hacking.’ Recently, several 
papers establish that the p-curve approach is biased and unreliable when there is either heterogeneity, misspecification 
biases, or when some insignificant studies are reported (Bruns & Ioannidis, 2016; McShane, Böckenholt, & Hansen, 
2016; van Aert et al., 2016). Such conditions are ubiquitous in the social sciences.  For example, we find that the 
typical heterogeneity variance among the 200 meta-analyses that we survey is nearly 3 times larger than the 
corresponding random sampling variance. That is, 74% of the observed variation of reported research results from 
study to study is typically due to actual differences in the true effect (heterogeneity) or to differential bias, in either 
case overwhelming the p-curve’s assumed pattern of p-values from sampling errors alone.    
14 Our overall survey results do not depend on the accuracy or validity of PET-PEESE.  We include PET-PEESE only 
for the sake of robustness, to see what if any difference might result when a more aggressive approach to reducing 
selective reporting biased is used. Below, we find that it makes little difference.     
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With the WLS, WAAP-WLS, and PET-PEESE estimates of the ‘true’ effect for a given 

area of research, adequate power is easy to assess. We assume the null hypotheses are two tailed 

with a 5% significance level and we accept Cohen’s 80% as the definition of adequate power.  

These conventions for Type I and Type II errors imply that the ‘true’ effect needs to be equal to or 

greater than 2.8 standard errors, in absolute magnitude, if power is to reach 80%. This value of 2.8 

is the sum of 1.96 and 0.84, where 1.96 is the minimum number of standard errors from zero that 

an observed effect must fall to be rejected with a 5% significance level and 0.84 is the number of 

additional standard errors that the true effect must fall from zero such that 80% of the distribution 

of the observed effect is in the rejection region—see Figure 1.    Hence, for a study to have adequate 

power, its standard error needs to be smaller than the absolute value of the underlying mean ‘true’ 

effect divided by 2.8.  All that remains to assess adequate power, retrospectively, are (1) the values 

of the standard error and (2) an estimate (or estimates) of the ‘true’ effect. If the standard error of 

a study is less than the absolute value of an estimate ‘true’ effect (from WLS, WAAP-WLS, or 

PET-PEESE) divided by 2.8, we know that this study is adequately powered to detect a ‘true’ 

effect equal or greater than this estimate.  Median power for a given area of research can then be 

calculated from the cumulative normal probability of the difference between 1.96 and the absolute 

value of an estimate of the true effect divided by the median standard error.  Because our survey 

is merely descriptive, we focus on the median powers across reported effect sizes, areas of 

research, and also across these three estimation approaches to the average true effect size. The 

median of these estimation approaches will thus be conservative and tend to overestimate the 

quality of psychological research.  
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Assessing residual selective reporting bias 

If an area of research is selectively reporting effect size to be statistically significant in a 

direction consistent with the prevailing psychological theory, then the average reported effect will, 

on average, have a larger magnitude than the true effect (whether or not prevailing psychological 

theory suggests a direct or an inverse association). As before, we can use these meta-averages: 

WLS, WAAP-WLS, and PET-PEESE as proxies for ‘true’ effect and then compare them to 

average reported effect for an assessment of residual reporting bias. Needless to say, each reported 

estimate is subject to random sampling error, and will be sometimes larger and sometimes smaller 

than the mean true effect. Such differences cannot be regarded as ‘bias’, but merely as sampling 

or estimation errors. However, when there is a systematic trend for the unadjusted simple average 

to be larger than a meta-average known to be less biased when there is selective reporting bias, 

then we can regard the difference between the absolute value of the simple mean and the absolute 

value of WLS or WAAP-WLS as the lower limit of bias when it persists consistently over hundreds 

of separate areas of research. Using this approach, Ioannidis, Stanley, & Doucouliagos (2017) find 

that the typical reported estimate in economics is twice as large, or larger, than either WAAP or 

PET-PEESE.  In sharp contrast, our survey of psychology finds, on average, only a small amount 

of consistent exaggeration or overall selective reporting bias.   

 

Results 

 Among these 200 areas of psychological research containing 12,065 estimated effect, the 

average effect size is 0.389, expressed as the median of average standardized mean differences, or 

0.191 as a correlation coefficient. This overall effect size is nearly the same as the average of the 

first 100 years of social psychology (r = 0.21) uncovered by Richard, Bond, & Stokes-Zoota 
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(2003).   The typical standard error is 0.104, expressed as a correlation; 0.21 when represented by 

a standardized mean difference (SMD). The p-value produced by these averages is a little larger 

than the conventional .05 level.  Other researchers across several disciplines have found that that 

p-values tend to lump up at or just below .05 (Gerber & Malhotra, 2008; Brodeur, Sangnier & 

Zylberberg, 2016).  Contrary to recent concerns about publication bias, questionable research 

practices and null hypothesis significance testing, we find that the typical psychological research 

study is statistically insignificant at the conventional .05 level of significance.   

Table 1 reports the median absolute value of the average reported effect size from these 

200 meta-analyses.  Here, all effect sizes are first converted to standardized mean differences 

(SMD) to be comparable. However, an interesting pattern emerges when these 200 meta-analyses 

are divided by the types of effect sizes that are commonly reported: correlation vs. SMD.  The 

typical effect size found among the 108 ‘correlation-based’ meta-analyses in our survey (0.458, in 

SMD units) is 57% larger than those meta-analyses measured by SMDs (0.291).15   

 
Power 

The median of the percent of reported effects that are adequately powered across these 200 

areas of research are: (1) 7.7% when the unrestricted WLS (or fixed effect) weighted average is 

used to represent the mean of the true effects distribution, (2) 7.1% when WAAP-WLS proxies for 

‘true’ effect, and (3) 9.1% if PET-PEESE substitutes for true effect.  Figure 2 displays the 

distributions of the proportion of studies that are adequately powered across these 200 areas of 

                                                
15 We thank Frank Schmidt for pointing out that, technically, only point-biserial correlations can be converted to 
Cohen’s d.  Ceteris paribus, other correlations will be larger than the point-biserial correlation due to the latter’s 
restricted range.  Thus, a small part of the larger effect average effect size of ‘correlation-based’ meta-analyses might 
be due to the conversion of all correlations to Cohen’s d.  Because these 108 ‘correlation-based’ meta-analyses often 
contain an undisclosed mix of correlation types, we cannot fully correct this small bias. However, as we discussed 
above, none of our calculations of power, heterogeneity or bias depend in any way on the transformation of 
correlations to standardized mean differences.   
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research. Clearly, underpowered studies dominate psychological research.  But how underpowered 

are they? 

We also calculate the median powers for each of these 200 areas of research.  The typical 

power of psychological research is around 36%: 36.4% based on WLS, 33.1% based on WAAP-

WLS, and 36% based on PET-PEESE.16  Figure 3 shows the distribution of median powers across 

these 200 areas of research.  Note their striking shapes.  The two most frequent categories are the 

lowest (0-10%) and the highest (over 90%).  Even though typical areas of research are quite 

inadequately powered, as measured by median power, approximately one-fifth of these 200 areas 

of psychological research are quite highly-powered. Between 19 and 23% have average statistical 

power 90% or higher—see Figure 3. It should not be surprising that some areas of research have 

high power.  Aside from sample size, statistical power depends on the underlying true effect size, 

and some psychological phenomena have large effects.  When WAAP-WLS is used to estimate 

true effect, one-third of these 200 areas of psychological research (32%) have ‘large’ or ‘medium’ 

effect sizes; defined as |WAAP-WLS| > 0.5 SMD. Even rather modest sample sizes will estimate 

large effects powerfully.   

As before, we find striking difference between correlation-based meta-analyses and SMD-

based meta-analyses.  Table 1 breaks down the median proportion of studies that are adequately 

powered and the median power by type of effect size.  Those areas of psychological research that 

predominately report standardized mean differences (SMDs) are highly under-powered; typically, 

99% are underpowered compared to 67% to 76% for correlation-based meta-analyses.  The median 

                                                
16 This is somewhat less than a recent survey, Fraley & Vazire (2014), which found a median power to detect a 
correlation of 0.2 to be 49% among top social-personality journals for the years 2006-2010. But then, Fraley & 
Vazire (2014) calculate prospective, rather than retrospective, power and their sampling frame is different than ours.  
Thus, we would expect some differences, especially when considering that our median power calculations reflect 
both the observed effect size of each area of research and the distribution of statistical power within an area of 
research.  
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statistical power in SMD meta-analyses is between 17% to 23%.  For correlation-based research, 

typical power is nearly three times higher—58% to 61%.    

 

Residual selective reporting bias 

 Recall that residual reporting bias may be calculated as the difference between the absolute 

value of the simple mean reported effect and the absolute value of one of our less vulnerable 

proxies for true effect—WLS, WAAP-WLS or PET-PEESE.  We find only small amounts of 

residual reporting bias in psychological research: 8% based on WLS, 12% based on WAAP-WLS, 

and 15% based on PET-PEESE. Thus, our survey identifies only a small systematic exaggeration, 

overall.  

There are some important qualifications to make about this finding.  First, all these 

estimates are themselves biased and two of them consistently underestimate residual bias when 

there is selective reporting (Stanley and Doucouliagos, 2014; Stanley and Doucouliagos, 2015; 

Stanley et al., 2017; Stanley, 2017).  Second, a notable proportion of psychology might still be 

affected by selective reporting bias, even if the median amount of exaggeration is relatively small.  

27.5% (or 55 areas of research) find evidence of some type of selective reporting or small-sample 

bias using the Egger test for funnel plot asymmetry, and this is likely to be an under-estimate of 

the incidence of these biases because the Egger test is known to have low power (Egger et al., 

1997; Stanley, 2008). Third, we again find notable differences between types of effect sizes 

reported by meta-analysts.  When using WLS as a proxy for the true effect, we find that the simple 

mean of reported SMDs is now exaggerated by 13%, on average, by 20% if WAAP-WLS 

substitutes for true effect, and by 30% relative to the median absolute value of PET-PEESE. 
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Heterogeneity 

The median percent of the observed variation of reported effect sizes within a given area 

of research that is attributed to heterogeneity (I2) is 74%. This means that the variance among ‘true’ 

effects is nearly 3 times larger than the reported sampling variance. According to Pigott’s (2012) 

guidelines for small (25%), medium (50%) and large (75%) heterogeneity, typical areas of research 

have nearly ‘large’ excess heterogeneity.  Yet, this level of heterogeneity appears to be the norm 

for research in psychology. For example, van Erp et al. (2017) extracted estimates of heterogeneity 

from 705 meta-analyses published in Psychological Bulletin between 1990 and 2013 and found 

that the median reported I2 = 70.62% (interquartile range: [33.24%, 87.41%]). However, I2 is a 

relative measure of heterogeneity and does not reflect the variation in true effect as measured in 

units of SMDs. When our median I2 is applied to the typical area of research, the standard deviation 

among true effects is 0.354 SMD and the standard deviation from one study to the next due to both 

heterogeneity and sampling error becomes 0.412, larger than the typical reported effect size, 0.389.   

 

‘Experimental’ vs ‘observational’ research 

As a post hoc secondary analysis,17 we examined whether the systematic differences 

between SMD-based and correlation-based meta-analyses are due to experimental design: 

‘experimental’ vs. ‘observational.’ Unfortunately, this differentiation is not perfect.  Many meta-

analyses contain a mix of experimental and observational research designs at the study level.  For 

example, Williams and Tiedens (2015) meta-analysis of the effects of gender and dominance 

                                                
17 Investigating these differences was not part of our pre-analysis plan.  Anonymous reviewers asked that we code for 
experimental design and report the differences. 
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behavior includes 97 experimental studies (85%) where dominance behavior was somehow 

manipulated and 17 purely observational studies.   

 Because a substantial percent (42.4%) of those meta-analyses that report effect sizes in 

terms of SMD are ‘observational,’ and 31.4% of correlation-based meta-analyses are 

‘experimental,’ there is only small correlation (phi=0.263; p<.001) between experimental design 

(1 if primarily experimental; 0 elsewhere) and effect type (1 if SMD; 0 for correlation).  However, 

we do see some interesting differences in power and heterogeneity by experimental design.  First, 

there is a difference between heterogeneity as measured by I2 (p<.01):  The median I2 for 

experimental research is 68% vs 76% for observational designs.  But I2 is a relative measure of 

heterogeneity with a non-symmetric distribution.  To correct for I2’s nonstandard distribution, we 

use Abramowitz and Stegun’s (1964) normal approximation for the chi-square distribution applied 

to the Cochran Q-test for heterogeneity.  Doing so causes this difference in relative heterogeneity 

to be only marginally larger than statistical noise (p=.045). Additionally, experimental research 

designs have larger sampling errors and lower power.  Typical sampling errors are 0.26 vs 0.19, 

measured as median SEs in units of SMD.  Table 2 reports the median proportion of studies that 

are adequately powered and the median of median powers by type of research design.  Even though 

there is only a small association between experimental design and effect type, we find a similar 

pattern among the typical levels of power for experimental design that we see for effect type, 

confirming the concerned expressed by dozens of researchers over the years that scarcely any 

experimental studies are adequately powered.  All of these results about ‘experimental’ vs. 

‘observational’ research designs should be interpreted with caution because, as mentioned, they 

are conducted post hoc.  
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Discussion 

Our survey of 12,065 estimated effects sizes from nearly 8,000 studies in 200 meta-

analyses reveals that the typical effect size is 0.389 SMD with a median standard error of 0.21. We 

also find low statistical power, small residual selection bias, and high levels of heterogeneity. The 

central purpose of our review is to assess the replicability of psychological research through meta-

analysis and thereby better understand recent failures to replicate.  Our findings implicate low 

statistical power and high levels of heterogeneity as the primary causes of ‘failed’ replications, 

however defined.   

 We find that only a small proportion of psychological studies are adequately powered, 

approximately 8%, and the median power is about 36%, across three proxies for the mean ‘true’ 

effect.18  What does this imply about replication? Our survey predicts, therefore, that replication 

study with a typical sample size will have only a 36% chance of finding a statistically significant 

effect in the same direction as some previous study, and this value is exactly the same percent of 

replications found to be statistically significant in the same direction by the Open Science 

Collaboration (Open Science Collaboration, 2015, Table 1).  Thus, when replication is viewed in 

terms of sign and statistical significance, it is no wonder that rates of replication are considered 

low in psychology research.  

Improving replication, as noted by others (e.g., Maxwell et al., 2015), would seem to be a 

matter of: conducting both initial studies and replications with larger samples, reducing sources of 

non-sampling error (e.g., measurement error; Stanley & Spence, 2014), and focusing on larger 

                                                
18 To be more precise, 36% is the median among the medians of medians.   
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effects. Because researchers work with limited resources and knowledge, these obvious 

recommendations are extremely difficult to implement in most cases.  

More practical recommendations have centered on redefining replication success and 

adjusting researchers’ expectations about non-significant replications. For example, Peng et al. 

(2016) examined the data from the Reproducibility Project: Psychology (Open Science 

Collaboration, 2015) in terms of prediction intervals—confidence intervals that account for 

variability in both the original and replication study—and found that 77% of the replication 

attempts were consistent with the original findings. This finding seems to be in apparent contrast 

to the highly publicized result that only 36% of the replications in those data were statistically 

significant, but completely in accord with the less well-publicized result that meta-analytically 

combining the replications with the original studies resulted in 70% statistical significance (Open 

Science Collaboration, 2015). Along similar lines, several authors have argued for assessing 

replication primarily within the context of meta-analysis (e.g., Braver, Thoemmes, & Rosenthal, 

2014; Stanley & Spence, 2014; Fabrigar & Wegener, 2016).  Doing so could shift the evaluation 

of success vs. failure of replications to a judgement about the degree of information that new data 

add to our knowledge base (Peng et al., 2016).  

 Consistent with a previous survey of heterogeneity (van Erp et al., 2017) and several 

findings from recent multi-site replication attempts (Hagger & Chatzisarantis, 2016; Eerland et al. 

2016; Klein et al., 2015), our survey reveals clear evidence for high levels of heterogeneity in 

research in psychology.  We find that heterogeneity accounts for nearly three-fourths of the 

observed variation among reported effects (i.e., median I2 =74%).  When applied to the median 

reported standard error (measured in terms of SMD), this high I2 implies that the typical standard 

deviation of heterogeneity is equal to 0.354 (again, in units of SMDs).  Importantly, even a 
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replication study with millions of subjects will remain vulnerable to heterogeneity among ‘true’ 

effects. When we apply our survey’s typical heterogeneity to its typical effect size, it is unlikely 

that any replication will be ‘successful.’ For example, if our median effect size, 0.389, is the mean 

of the distribution of true effects, then there is a 29.8% probability that the largest possible 

replication study will find a negligible, zero or opposite-signed effect. The probability is 32.4% 

that this ideal replication (i.e., n∞) finds a small effect, and it is 25.5% for a medium-sized 

effect—using Cohen’s guidelines of 0.2, 0.5, and 0.8. Even though 0.389 is considered a ‘small’ 

effect by these guidelines, the probability that a very large replication finds a large effect remains 

non-negligible at 12.3%. Thus, it is quite likely, 68%, that an ideal replication will not reproduce 

a small effect when the mean of the distribution true effects is equal to our median average effect 

size. The wide distribution of true effect sizes that our survey finds is also similar to what Open 

Science Collaboration observed when attempting to replicate 100 psychological experiment—see 

Figure 3 in the Open Science Collaboration (2015).   

No matter what the mean of the distribution of true effect sizes might be nor how large the 

replication study is, it is unlikely that a replication will find an effect size close to what was found 

previously when there is this much heterogeneity.  If a ‘successful replication’ is defined as finding 

an effect size similar to what some previous study or studies have found (say, for example, to 

within + 0.1 or within + 0.2 SMD), then there will always be a sizeable chance of unsuccessful 

replication, no matter how well conducted or how large any of the studies are. For example, 

suppose that two studies are conducted with nearly infinite sample sizes and therefore infinitesimal 

sampling error.  Heterogeneity of the size that our survey finds implies that the probability that 

these two ideal studies find effect sizes that are within +0.1 from one another is 15.8% and 31.1% 

to within +0.2. Indeed, there remains a 50% or greater probability of a ‘failed replication’ whenever 
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the acceptable difference for a successful replication is set at less than 0.35 SMD. Needless to say, 

if we have less-than-ideal sample sizes, the resulting added sampling error will reduce the 

probability of a successful replication further. Thus, high heterogeneity further explains the failure 

of the Open Science Collaboration (2015) to find reliable indicators of replication success.  

There are important caveats to these calculations of replication success that need to be 

mentioned.  First, there is a wide distribution of observed heterogeneity among these areas of 

psychological research—see Figure 4. Twenty-two percent have I2s that are less than 50%, while 

47% have I2 values 75% or higher and one out of seven have excess heterogeneity of  90% or more. 

Thus, successful replication will be more likely in some areas of research but much less likely in 

others. Second, these calculations assume that the typical heterogeneity observed in this research 

record is entirely heterogeneity among ‘true’ effects; that is, variation beyond the control of 

researchers.  Because exact replication is rare in psychology, some of this observed heterogeneity 

will be due to variation in experimental conditions, measures, methods and the characteristics of 

the population from which the samples are drawn.  Thus, a careful exact replication study could 

avoid a notable amount of this variation in expected effect by carefully duplicating all of the 

controllable features of the experimental design, execution, and evaluation.  However, those large-

scale efforts to control these controllable research dimensions still find that notable heterogeneity 

remains (Hagger et al., 2016; Eerland et al., 2016; Klein et al., 2015).  Moreover, if half the 

observed heterogeneity variance is due to differences that are under the control of the researcher,19 

then our estimate of the typical standard deviation due this uncontrollable heterogeneity among 

true effects would be reduced to 0.25. In which case, the probability that the largest possible 

                                                
19 The typical heterogeneity found by two large replication studies that attempted to be as exact as possible is larger 
than half of the median heterogeneity that our survey finds (Hagger et al., 2016; Eerland et al., 2016). 
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replication study will find a negligible, zero or opposite-signed effect declines to 22%, 28% for a 

medium effect, and it will find a large effect only about 5% of the time.  Even if half of the observed 

heterogeneity among reported effects is under the researcher’s control, the probability that any 

replication effort successfully replicates a small effect (recall 0.389 is our survey’s median effect 

size) remains less than 50%.   

 

Conclusions 

Our survey of 12,065 estimated effect sizes from nearly as many studies and 8,000 papers 

finds that ‘failed’ replications—defined here in terms of null hypothesis significance testing— are 

to be expected at a rate consistent with the widely publicized the Reproducibility Project: 

Psychology (Open Science Collaboration, 2015). Like many other researchers, we find that 

statistical power is chronically low in research in psychology (Cohen, 1962; Cohen, 1977; 

Sedlmeier & Gigerenzer, 1989, Rossi, 1990; Maxwell, 2004; Pashler & Wagenmakers, 2012; 

Fraley & Vazire, 2014; Tressoldi & Giofré, 2015).  Unlike this previous research, however, our 

survey reveals a more severe challenge for replication.  High levels of heterogeneity are evidently 

the norm in psychology (median I2 =74%).  As discussed above, heterogeneity this large makes 

successful replication difficult, whether defined in terms of hypothesis testing or estimation 

precision. This high heterogeneity will, of course, be due in part to methodological differences 

between the different studies in each of the 200 meta-analyses that we survey. However, data from 

multi-site registered replication efforts further suggest that when obvious methodological 

differences are removed (i.e., when ‘exact’ replications are conducted) heterogeneity is not 

reduced to negligible levels. In other words, it is unrealistic to believe that variance in 
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psychological phenomena studied can always be tightly controlled or reduced to practically 

insignificant levels.   

Perhaps more surprising is our finding that there is relatively small exaggeration or overall 

selective reporting bias in recent psychological research. This is in contrast to the view that 

publication bias and questionable research practices are the primary cause of failed replications. 

Of course, as mentioned above, there are good reasons to be cautious in applying this hopeful 

result to any individual area of research. In particular, 27.5% of these areas of research produce a 

significant Egger’s test for publication bias (or small-sample bias), and this test is known to have 

low power.  Our survey merely implies that the effects of selective reporting bias (i.e., publication 

bias, small-sample biases, p-hacking, and/or questionable research practices) have a less clear 

pattern than is maybe assumed by some researchers and by what has been observed in other fields 

(e.g., economics, Ioannidis, Stanley, and Doucouliagos, 2017).   

In light of the typically high heterogeneity that we observed, how should replications in 

psychology be interpreted?  To begin, it seems extremely likely that the p-value from any single, 

non-preregistered, non-exact replication study will have nil informative value.  In the face of high 

heterogeneity, this is true regardless of the sample size of the replication, because it is quite likely 

that the replication study will correctly reflect a substantially different true effect than the original 

study. However, individual non-preregistered, non-exact replication studies may still contribute to 

our collective knowledge when added to a carefully conducted meta-analysis or meta-regression 

analysis.  Meta-analysis moves the focus away from the statistical significance of the single 

replication study, increases statistical power by pooling across studies, allows one to accommodate 

and reduce selective reporting bias, and meta-regression analysis can use non-exact replications to 
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help isolate and quantify methodological heterogeneity (e.g., Stanley & Doucouliagos, 2012; 

Braver, Thoemmes, & Rosenthal, 2014; Stanley & Spence, 2014; Fabrigar & Wegener, 2016).   

Replication findings from multi-site, pre-registered replications clearly offer a different 

class of evidence from the single, non-pre-registered, non-exact replication.  Statistical power can 

be maximized by the pooling of resources across research sites, pre-registration is likely to greatly 

reduce some types of selective reporting bias, and heterogeneity due to obvious methodological 

characteristics can be minimized through tightly-controlled study protocols.  Multi-site, pre-

registered replication also allows researchers to directly isolate and quantify the specific 

heterogeneity among true effects which remains after methodological heterogeneity is minimized.  

Such information can provide useful insights about the psychological phenomenon in question, 

thereby helping to guide and redirect future research and meta-regression analyses.   

The central implication of our survey is that typically-powered studies in most of areas of 

psychology, individually or when simply combined into a meta-analysis, offer little information 

about the magnitude or significance of the phenomenon they examine.  Our core recommendation, 

then, is that researchers change their expectations about the ease with which convincing evidence, 

either for or against an effect, can be claimed.   
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Table 1. Median Statistical Power and Average Effect Sizes  

 Mean Proportion with Adequate Power Median Power 
Type of 
Effect 

Absolute 
Effect Sizes WLS WAAP-WLS PET-PEESE WLS WAAP-WLS PET-PEESE 

Combined  
(n=200) 

0.389 0.077 0.071 0.091 0.364 0.331 0.360 

Correlations 
(n=108) 

0.458 0.243 0.328 0.272 0.577 0.610 0.607 

SMDs      
(n=92) 

0.291 0.013 0.000 0.011 0.230 0.171 0.170 

Notes: The numbers reported in the table are medians.  Mean absolute effect sizes are reported in this table in units of 
standardized mean differences (SMD), regardless of whether they were reported in the meta-analysis as correlations or 
as SMD.  WLS is the unrestricted weighted least squares weighted average. WAAP-WLS is the weighted average of 
adequately powered effect sizes (WAAP) or WLS when there are no adequately powered studies.  PET-PEESE is the 
conditional precision-effect test-precision-effect estimate with standard error meta-regression correction for publication 
bias. Adequate power is defined as 80%, following Cohen (1977).    
 

 

 

Table 2. Median Statistical Powers by Experimental Design 
 Proportion with Adequate Power Median Power 

Experimental 
Design WLS WAAP-WLS PET-PEESE WLS WAAP-WLS PET-PEESE 

Observational    
(n=113) 

0.278 0.259 0.268 0.621 0.613 0.585 

Experimental 
(n=87) 

0.032 0.000 0.053 0.247 0.232 0.236 

Notes: The numbers reported in the table are medians.  WLS is the unrestricted weighted least squares weighted 
average. WAAP-WLS is the weighted average of adequately powered effect sizes (WAAP) or WLS when there are 
no adequately powered studies.  PET-PEESE is the conditional precision-effect test-precision-effect estimate with 
standard error meta-regression correction for publication bias. Adequate power is defined as 80%, following Cohen 
(1977).  

 



 

 

Figure 1: Obtaining adequate power (80%) 
 

Notes: x is distributed as a standard normal distribution, N(0,1). 1.96 is the critical value for testing against 0.  Figure 1 merely illustrates how the standardized 
mean of the sampling distribution needs to 2.8 standard errors away from 0 for an experiment to have adequate power—Cohen’s 80%.  We thank Stephan Bruns 
for producing this graph.   
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Figure 2: Histograms of Adequately Powered Estimates from 200 Areas of Research 

 
Notes: WLS is the unrestricted weighted least squares weighted average. WAAP-WLS is the weighted average of adequately powered effect sizes (WAAP) or 
WLS when there are no adequately powered studies.  PET-PEESE is the conditional precision-effect test-precision-effect estimate with standard error meta-
regression correction for publication bias. Adequate power is defined as 80%, following Cohen (1977). 
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Figure 3: Histograms of Median Statistical Power from 200 Areas of Research 

 
Notes: WLS is the unrestricted weighted least squares weighted average. WAAP-WLS is the weighted average of adequately powered effect sizes (WAAP) or 
WLS when there are no adequately powered studies.  PET-PEESE is the conditional precision-effect test-precision-effect estimate with standard error meta-
regression correction for publication bias. Adequate power is defined as 80%, following Cohen (1977). 
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Figure 4: Histograms of I2 from 200 Areas of Research 
 

Notes: I2 is the proportion of observed variation among reported effect sizes that cannot be explained by the calculated 
standard errors associated with these reported effect sizes. It is a relative measure of heterogeneity.   
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Appendix B. Distribution of survey estimates 

 

Year 

No. of 
meta-
analyses 
published 

No. of 
meta-
analyses 
sampled 

% of 
published 
meta-
studies 

No. of 
estimates  

% of 
sample 

2016 17 14 82% 46 22% 
2015 22 18 82% 40 19% 
2014 25 12 48% 46 22% 
2013 17 3 18% 16 8% 
2012 15 6 40% 34 16% 
2011 19 8 42% 31 15% 
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